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Citations represent a measure of utility rather than of
quality – and a limited kind of utility at that. The citation
rates that publications achieve are determined by their
usefulness to other scientists rather than to society in
general. The basic purpose of science, on the other hand,
is the production of new knowledge in general, the even-
tual utility of this knowledge being as often unantici-
pated as it is intended. The progress of science would
probably be better served by evaluation parameters
more directly related to the basic qualities of science,
emphasizing the novelty, solidity, and magnitude of the
knowledge produced. (Seglen 1992, p. 636)

Quantifying the relative performance of individual
scholars, groups of scholars, departments, institutions,
provinces/states/regions and countries has become an
integral part of decision-making over research policy,
funding allocations, awarding of grants, faculty hir-
ings, claims for promotion and tenure. Bibliometric
indices, based mainly upon counts of articles, citations
to them, and perceptions of the quality and prestige of
the publications in which they appear, are heavily
relied upon in such assessments. Thomson Scientific‘s
Journal Impact Factor (JIF — see Garfield 2006 for a
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ABSTRACT: Quantifying the relative performance of individual scholars, groups of scholars, depart-
ments, institutions, provinces/states/regions and countries has become an integral part of decision-
making over research policy, funding allocations, awarding of grants, faculty hirings, and claims for
promotion and tenure. Bibliometric indices (based mainly upon citation counts), such as the h-index
and the journal impact factor (JIF), are heavily relied upon in such assessments. There is a growing
consensus, and a deep concern, that these indices — more and more often used as a replacement for
the informed judgement of peers — are misunderstood and are, therefore, often misinterpreted and
misused. Although much has been written about the JIF, some combination of its biases and limita-
tions will be true of any citation-based metric. While it is not our contention that bibliometric indices
have no value, they should not be applied as performance metrics without a thorough and insightful
understanding of their (few?) strengths and (many?) weaknesses. We hope that the articles in this
Theme Section will motivate readers to more seriously study the nature of the metrics that are being
used to assess them and to consider what their overuse, and misuse, means to us and to future
generations of scholars.
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historical review) and the relatively recent h-index
(Hirsch 2005), are well known examples.

The biases and inherent limitations of these metrics
are poorly understood. As a result, they are often mis-
represented, misinterpreted and misused. In the con-
text of assessment exercises, the reliance upon such
metrics — often as a replacement for the informed
judgment of peers — is a source of deep concern
among scholars. The contention that the JIF — or any
other factor or index (alone or in combination) — pro-
vides an unbiased and unambiguous metric of relative
merit requires close and critical scrutiny from all those
associated with their use: author–scholars, journal edi-
tors, practitioners of scientometrics and bibliometrics,
university and research institute administrators, senior
civil servants and politicians. Thus, in developing this
Theme Section (TS), we solicited contributions from all
of these stakeholder groups1 and asked them to
address questions such as

• Are citation frequency, JIF, and/or other metrics
accurate and meaningful indices of the relative quality
and importance of scholarly publications and/or the
performance of universities, departments, research
groups or individuals?

• What are the appropriate (and inappropriate) uses
of bibliometric indices?

• What alternative indices are there, and what are
their relative merits?

• What will be the impact of ‘web metrics’?
• Are Thomson Scientific’s Science Citation Reports

(SCR) or analogous alternatives, such as Google
Scholar, all-inclusive enough with respect to their cov-
erage of publication outlets in different fields?

• Is the 2 yr limit in calculating JIF appropriate to
‘slow response’ disciplines, such as systematics (and its
practical applications, such as biodiversity), phyloge-
netics and ecology? What alternatives might be more
appropriate?

• Can Google Scholar replace the SCR (and/or anal-
ogous paid services)? What qualitative effect might this
change have on measures such as citation frequency
and impact factor?

• What moral/ethical issues surround the use of
metrics as a replacement for the judgment of peers?

We hoped to receive articles on alternative tools and
metrics, suggestions for future research, and recom-
mendations for a more balanced role for these instru-
ments in making reasoned evaluations of scholarly

performance, at all organizational levels. While we did
not succeed in obtaining contributions from the entire
range of stakeholder groups, nor responses to all of the
questions that could have been addressed, readers will
find in this TS a diversity of perspectives on these
questions. Unfortunately, ethical aspects of applying
metrics in assessment exercises went untreated,
except perhaps indirectly.

Although much has been written about the JIF (e.g.
Seglen 1997, Rossner et al. 2007, Ogden & Bartley
2008; but see Garfield 2006, Pendlebury 2008), it is
important to recognize that some combination of its
biases and limitations will be true of any citation-based
metric. Since these are covered thoroughly elsewhere,
including in many of the contributions to this TS, we
will not take them up again. Rather, in considering
these matters further, we have tried to apply some
common sense

• According to Garfield (2006, p. 91) ‘of 38 million
items cited from 1900–2005, only 0.5% were cited
more than 200 times. Half were not cited at all’. With
this rather shocking statistic Garfield forces us to rec-
ognize that our metrics focus, firstly, on the 50% of arti-
cles that are cited and, secondly, on the tiny fraction of
those that are highly cited. What of the rest? Even the
journals with the highest JIFs publish many articles
that are either lightly cited or uncited. It is unreason-
able to assert that these articles (which represent
>90% of all scholarly activity) have no inherent value.
After all, it is citations from these 90% of articles that
account for many of the citations to the other 10%. We
will take up the issues surrounding uncited and lightly
cited articles elsewhere through the development and
characterization of a new bibliometric index, the BS
Factor

• With competition for grants, positions and publica-
tion in top journals reaching unprecedented levels, it is
not always the best people or projects that get the
grants or the jobs, nor is it the best articles that get
published in the top journals. Once competition
reaches such rarefied levels, decisions come down to
qualitative judgments; that is, to people being people.
No metric will change that

• In the closing paragraph of his recent defense of
the JIF, Garfield (2006) uses a quote from Hoeffel
(1998) to justify its continued use: ‘The use of impact
factor as a measure of quality is widespread because it
fits well with the opinion we have in each field of the
best journals in our speciality.’ However, to us,
Garfield and Hoeffel seem to be saying that, if you are
a mature and active scholar in your field, you do not
need the JIF (or any other metric) to know which jour-
nals are the best

• If you need a metric to know who the best people
are in your field, or who the best young up-and-comers
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1 Since several of the articles in this TS comment upon Thom-
son Scientific’s services, particularly the JIF, we wish to
point out that Eugene Garfield (inventor of the JIF and
founder of the Institute for Scientific Information) and Henry
Small (Thomson Scientific’s Chief Scientist) were invited to
contribute. Both declined
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are, then we contend that, by definition, you are not an
expert in that subject

• As members of the community whose performance is
being measured, we ought to more explicitly consider
the main sources of support for such metrics: (1) those
who invent, promote and/or study the metric and, there-
fore, stand to gain from its adoption; (2) the few scholars
who have adopted the behaviour necessary to succeed in
the environment that results from measuring perfor-
mance in this manner (see Bauer 2004, Lawrence 2007;
see also Cheung 2008, Taylor et al. 2008, this TS); (3)
laypeople, bureaucrats and administrators who are not
equipped to make an informed assessment and who are
often distrustful of the judgment of scholars.

It is not our contention that bibliometric indices
have no value. They surely do (e.g. Garfield 2006; see
also Bornmann et al. 2008, Butler 2008, Giske 2008,
Harnad 2008, this TS). However, use of indices and
factors as performance metrics, without a thorough
and insightful understanding of their (few?) strengths
and (many?) weaknesses, is a denial of the very activ-
ity that they purportedly measure. The consequences
of an uninformed over-reliance on these metrics are
insidious (see Bauer 2004, Monastersky 2005,
Lawrence 2007, Rossner et al. 2007; see also Cheung
2008, Lawrence 2008, Taylor et al. 2008, Todd &
Ladle 2008, Tsikliras 2008, this TS). We hope that this
overview, and the articles in this TS, will motivate
readers to more seriously study the nature of the met-
rics that are being used to assess them and to con-
sider what their overuse, and misuse, means to us
and to future generations of scholars.
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