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What is a biological hotspot?

The term ‘hotspot’ is used with increased fre-
quency in marine biology and conservation litera-
ture. The concept of a hotspot of biodiversity has
a longer history in the terrestrial community, with
Myers (1988) defining hotspots as areas featuring
both high endemism and risk to habitat (Myers et al.
2000). These concepts translate well to more static
marine habitats such as coral reefs and kelp forests,
but are less easily applied to pelagic systems, where
both boundaries and features are dynamic. Here, we
build upon previous studies that have defined pelagic
hotspots based on bathymetric variation (Dower &
Brodeur 2004) and ocean features in the North
Pacific (Sydeman et al. 2006), to identify the biophys-
ical mechanisms that result in hotspot formation. This

requires defining the concept of a marine hotspot,
particularly when it consists of mobile features.

We have taken a biophysical approach to defining
marine hotspots, focusing on their ecological rather
than their conservation importance. Understanding
mechanisms that result in hotspot formation is critical
to identify areas of high ecological importance and
ultimately conservation concern. Hotspots in marine
systems can be defined by (1) important life history
areas for a particular species, (2) areas of high biodi-
versity and abundance of individuals, and (3) areas
of important productivity, trophic transfer, and bio-
physical coupling (Dower & Brodeur 2004, Sydeman
et al. 2006, Santora & Veit 2013, this Theme Section).
Areas of high trophic transfer are of particular inter-
est, because predictable and recurrent productivity
hotspots often serve as the foundation of pelagic food
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ABSTRACT: Identifying areas of high species diversity and abundance is important for under-
standing ecological processes and conservation planning. These areas serve as foraging habitat
or important breeding or settlement areas for multiple species, and are often termed ‘hotspots’.
Marine hotspots have distinct biophysical features that lead to their formation, persistence, and
recurrence, and that make them important oases in oceanic seascapes. Building upon a session at
the North Pacific Marine Science Organization (PICES), this Theme Section explores the scales
and mechanisms underlying hotspot formation. Fundamentally, understanding the mechanisms of
hotspot formation is important for determining how hotspots may shift relative to ocean features
and climate change, which is a prerequisite for determining management priorities.
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webs. Fundamentally, hotspot formation operates
across a suite of spatial and temporal scales (dis-
cussed in the next section; see Fig. 1). 

Life-history hotspots are critical to a large propor-
tion of a species or population, particularly at sen -
sitive life history stages. Examples of life-history
hotspots include spawning aggregations, juvenile
settling habitat, and areas providing unique foraging
resources. For example, bluefin tuna migrate across
the Atlantic and regularly use the warm waters in
the Gulf of Mexico to spawn (Teo et al. 2007), and
grouper species form spawning aggregations in pre-
dictable regions (Beets & Friedlander 1999, Sala et al.
2001, De Mitcheson et al. 2008). Current speed, eddy
activity, or shelf break habitat within these regions
may be important for larval dispersal or retention to
maximize survival (Teo et al. 2007, Heyman & Kjer-
fve 2008). Benthic habitats such as seagrass beds can
serve as settlement areas for pelagic fish (Ford et al.
2010) and as foraging habitat for juvenile turtles
(McClellan & Read 2007, Casale et al. 2012). Forag-
ing hotspots close to a breeding colony can support a
large portion of each species’ population while also
serving as important areas of trophic energy transfer
from the physical environment to phytoplankton to
seabirds (Santora et al. 2012a).

At the broadest scales, biodiversity hotspots most
frequently occur in upwelling systems, coral reef eco-
systems, and along some continental shelves (Titten-
sor et al. 2010). Where tropical and temperate habi-
tats meet, there are consistent peaks in oceanic
predator biodiversity (Worm et al. 2003). The Califor-
nia Current and North Pacific transition zone stand
out as particular high biodiversity and high use hot -
spots (Bograd et al. 2010, Block et al. 2011). Coral
reefs often contain high biodiversity, as they provide
important structure and habitat near coastlines sur-
rounding tropical and sub-tropical waters (Roberts
et al. 2002, Bellwood et al. 2004). High biodiversity
allows multiple paths of trophic transfer buffering
against wasp-waist dominance of marine food webs
(Field et al. 2006, Cury et al. 2008).

Trophic transfer hotspots often translate biophysi-
cal processes across multiple trophic levels by sup-
porting a suite of mid-trophic organisms and, in
turn, their predators. These areas often have a
large ecosystem effect even though they may only
support a subset of a predator’s population or may
not be areas of highest biodiversity. Aggregations
of mid-trophic species can be important hotspots
for top predators that migrate large distances to
optimize foraging opportunities (Cotte & Simard
2005, Bailey et al. 2010). The mechanisms underly-

ing trophic hotspots can include island/ seamount
wake effects (Johnston & Read 2007, Morato et al.
2010), up welling shadows (Nur et al. 2011, Wing-
field et al. 2011, Pardo et al. 2013, this Theme Sec-
tion), wind or eddy-driven upwelling (Croll et al.
2005, Atwood et al. 2010, Thorne & Read 2013, this
Theme Section), or bathymetric features (Croll et
al. 2005, Gende & Sigler 2006). Fundamentally,
changes in these hotspots may have indirect conse-
quences on ecosystem functioning that cascade
through to top predators.

Scales of hotspots

Inherent to all studies of marine hotspots is the con-
cept of scale — ecological phenomena interact at dis-
crete and often multiple spatial and temporal scales.
A Stommel diagram of hotspot mechanisms shows
how processes vary across space and time, and for
simplicity assumes that the scaling between time and
space is linear (Fig. 1). However, meso- and fine-
scale studies of aggregative responses among ocean
physics, predators and prey have revealed complex
non-linear interactions (Hunt & Schneider 1987, Piatt
1990, Fauchald et al. 2000).

Research on the scale of physical and biological
hotspots is often dictated by the sampling methodolo-
gies and technology employed. For example: (1)
Satellite-based observations of ocean conditions offer
the greatest flexibility by sampling broadly through
space and time at fine to basin scales, but are limited
to surface conditions and only sample up to a proxy
for primary production in chlorophyll a (Palacios et
al. 2006). (2) Satellite-tracking of vertebrate predators
is dependent on the resolution of tracking devices
(e.g. GPS, pop-up archival), the predators’ move-
ment, and initial tagging location, but offer excep-
tional insight into top predator behavior, distribution,
and their use of multiple marine ecosystems (e.g.
hotspot connectivity, residency: Block et al. 2011,
Bailey et al. 2012, Hazen et al. 2012; tagging through
the stages: Montevecchi et al. 2012). (3) Shipboard
surveys employ a variety of discrete and continuous
sampling devices (e.g. nets, acoustics, visual obser-
vations) to quantify vertical and horizontal dimen-
sions of seascapes and preyscapes, simultaneously
offering insight into hotspot mechanisms and metrics
of biodiversity (Santora et al. 2010, 2012a, Sigler et al.
2012), but are expensive and highly influenced by
weather conditions. Ultimately, the integration across
multiple types of observations should help resolve
spatio-temporal mismatches.
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Studies of global hotspots, especially diversity/
richness hotspots, generally focus on relatively large
grid size resolutions (e.g. 10 km; months to decades)
and may cover entire marine ecosystems (Tittensor et
al. 2010, Block et al. 2011). This approach is useful for
comparing biodiversity and risk across ecosystems
and identifying important areas warranting fine-
scale study (Halpern et al. 2008). Fine-scale research
is necessary to elucidate mechanisms of biophysical
hotspot formation and persistence and to under-
stand critical species interactions within hotspots. At
the global scale, most metrics for physical variability
identified as underlying hotspots are proxies for key
species interactions (Dawson et al. 2011, Hazen et al.
2013, Mokany et al. 2013).

Mesoscale structure (10 to 1000 km; days to
months) underlying physical and biological compo-
nents of marine ecosystems often determine the
strength and recurrence of marine hotspots, and can
provide criteria for defining areas of high trophic
transfer. Studies at fine spatial scales (1 to 10 km)
examining predator− prey−oceanography relationships
are critical to describe the mechanisms that deter-
mine which meso scale hotspots are formed and per-
sist. For example, tidal flow and internal waves pass-
ing over topographic features in the Gulf of Maine
result in dense aggregations of both krill and sand
lance, which support seasonal foraging for hump-

back and fin whales (Stevick et al. 2008,
Hazen et al. 2009). Through the integrated
assessment of physics, primary produc -
tivity, and secondary production, the cou-
pling of fine and mesoscale sampling
offers promising directions for studies of
marine hotspots (Cury et al. 2008).

Mechanisms of hotspot formation and
persistence

Physical processes leading to hotspot
formation are varied, ranging from nutri-
ent input to retention or aggregation of
subsequent biological production. Mecha-
nisms of nutrient input into the euphotic
zone include freshwater run-off (Chase et
al. 2007, Planquette et al. 2011), aeolian
sources (Fan et al. 2006), and up welling of
deep, nutrient rich water (Mes khidze et
al. 2007). Up welling (or water column
 mixing) can be seasonal or episodic when
wind driven; however, upwelling-enhanced
productivity can also be highly persistent,

especially when resulting from relatively static or
cyclical processes, such as the interaction of the
Equatorial Undercurrent meeting the western Gala-
pagos Islands (Palacios et al. 2006) or small scale,
tidally driven current interactions with bathymetric
features within a bay (Drew et al. 2013, Thorne &
Read 2013, both in this Theme Section). Likewise,
anticyclonic eddies that form in coastal regions and
spin-off into or form in the oceanic domain can
entrain or upwell macronutrients, leading to ‘travel-
ing’ open ocean hotspots of productivity (Crawford
et al. 2007) that are often utilized by upper trophic
level predators (Ream et al. 2005).

Hotspots can be a function of biophysical aggrega-
tion where physical features such as shelf breaks or
ocean fronts lead to increased densities of phyto-
plankton or zooplankton, or bottom-up processes,
such as where increased nutrient levels lead to
greater primary productivity, greater densities of
grazers, and so on up to mid-trophic and top-level
predators (Mann & Lazier 1996, Genin 2004). Due to
transport mechanisms and temporal lags, a foraging
hotspot may not coincide with a region of enhanced
primary productivity. In these cases, spatial dis -
cordance can result from downstream transport of
prey, such as zooplankton for foraging birds (Hunt et
al. 1998, Thorne & Read 2013, this Theme Section).
There are good examples of bathymetric features
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creating important aggregative habitat for species
such as krill where they can reduce their exposure to
currents while being close to foraging needs (Fiedler
et al. 1998, Cotte & Simard 2005, Santora et al. 2010,
Santora et al. 2011). These aggregations then be -
come important foraging features for large predators
such as baleen whales that require high densities of
prey to maximize their foraging efficiency and ener-
getic demands (Cotte & Simard 2005, Sigler et al.
2012). Top-down hotspots are rare, but facilitated for-
aging, where pelagic predators such as tuna force
forage fish towards the surface and make them more
available to seabirds, can result in higher biodiver-
sity at pelagic hotspots (Maxwell & Morgan 2013).

The spatial and temporal dynamics of marine
hotspot occurrence and persistence is quite impor-
tant, yet infrequently examined (but see Gende &
Sigler 2006, Sigler et al. 2012, Suryan et al. 2012,
Santora & Veit 2013, this Theme Section). Many
investigations have focused on long-term averages
(i.e. spatial climatologies) of physical and biological
conditions to map hotspots, but the greatest chal-
lenges for research on pelagic hotspots require stud-
ies melding space and time to quantify persistence of
hotspots. Quantifying their spatio-temporal persist-
ence will require highly replicated observations to
establish a baseline scale of variability and measure
the frequency of anomalies (Suryan et al. 2012). Due
to their ability to sample local to global spatial scales
over days to years, satellite-based observations of
ocean conditions offer the greatest opportunity to
examine the spatio-temporal persistence of many
marine hotspots (Palacios et al. 2006). Moored obser-
vatories (e.g. Neptune, Diemos, Mars), repeated glider
transects, or regular surveys can allow enhanced
temporal observations at marine hotspot locations (Bi
et al. 2007, Moustahfid et al. 2012).

Contributions to the Theme Section

This Theme Section arose out of a session at the
2011 Annual Meeting of the North Pacific Marine
Science Organization (PICES). The session built
upon previous efforts to identify hotspots in the North
Pacific and examine the biophysical mechanisms that
result in their formation (Dower & Brodeur 2004,
Sydeman et al. 2006). The session consisted of 19
(total) presentations and posters. This Theme Section
contains 8 studies with topics ranging from hotspots
of marine snow to migratory top predators.

Prairie et al. (2013) in a laboratory experiment
demonstrated mechanisms by which particles can be

temporarily retained when encountering density gra-
dients. The density of the aggregate relative to the
density of the bottom layer in the gradient is the pri-
mary determinant of the extent that marine snow will
aggregate, thereby enhancing food web develop-
ment at the boundary layer.

Boucher et al. (2013) used oceanographic and indi-
vidual-based movement models to examine larval
haddock dynamics in the Gulf of Maine. In good
years, increased retention lead to hotspots of larval
haddock on the bank but additional factors played a
role in the magnitude of haddock recruitment in a
given year.

Nishikawa et al. (2013) examined how water col-
umn characteristics lead to phytoplankton blooms in
the western North Pacific that develop into important
spawning habitat for Japanese sardine Sardinops
melanostictus. A deeper mixed layer and higher
phytoplankton density resulted in increased spawn-
ing habitat north of the Kuroshio.

Smith et al. (2013) examined how a hurricane pass-
ing through the Gulf of Mexico may have temporarily
increased foraging hotspots for bottlenose dolphins.
The decline in foraging habitat months after Hurri-
cane Katrina suggests some hotspots, such as sea-
grass beds, may have been lost or disrupted by the
hurricane.

Pardo et al. (2013) studied the role of environmen-
tal seasonality in a cetacean community within a
small bay in the Gulf of California. Different species
used the bay as the season progressed; periods of
mixing and pycnocline shoaling resulted in increased
habitat for blue whales and 2 dolphin species, while
other whales were more common during periods of
stratification.

Thorne et al. (2013) evaluated the biophysical pro-
cesses that structure foraging habitat for phalaropes,
a surface-feeding, planktivorous seabird in the Bay
of Fundy. Their model indicates that copepods are
physically upwelled and advected down current,
highlighting the potential for spatial mismatch of
lower trophic level food web processes and predator
foraging.

Drew et al. (2013) used visual transect surveys to
examine how foraging strategies of seabirds resulted
in differential habitat use in Glacier Bay, Alaska.
Bathymetric variability results in differential current
speeds and consequently a high diversity of hotspot
types in the bay; modeling approaches may help to
understand the development of fine scale foraging
behavior that has so far been difficult to quantify.

Santora & Veit (2013) examined species richness
and abundance in top predators to identify persistent
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hotspots near the Antarctic Peninsula. They identi-
fied 15 richness hotspots associated with either the
Antarctic Circumpolar Current, major breeding
colonies, or submarine canyons.

Future directions

To cross spatio-temporal boundaries, more syn-
thetic approaches to hotspot research are necessary,
such as combining Eulerian and Lagrangian meas-
urements of hotspot dynamics. Combining tag-based
movement data with shipboard surveys can provide
information on behavioral ecology and biodiversity
to address the suite of physical and ecological pro-
cesses that result in formation and prolonged use
of marine hotspots at multiple trophic levels (see
Benoit-Bird et al. 2013). Future studies of biophysical
hotspots should explicitly address the scale and
scope of their defined hotspot so that syntheses and
comparisons can be made across studies of disparate
marine ecosystems (Santora et al. 2012b).

One category of marine hotspots that remains
under-researched is the deep scattering layers (DSLs)
of the open ocean, which are made up of a complex
of species including fish, shrimp, jellies, and squid.
DSLs have been observed at various depths around
the world, yet little is known on their extent or vari-
ability (Barham 1963). They serve as a critical prey
resource in otherwise oligotrophic ocean basins, so
understanding the spatial and temporal distribution
of DSL hotspots is critical (Benoit-Bird & Au 2004).
Recent studies in Monterey Bay have shown a high
degree of temporal variability in distribution, both
vertical and horizontal, and abundance seasonally, of
DSL organisms (Urmy et al. 2012). Broad scale spatial
patterns of deepwater fishes in the southern Califor-
nia Bight were recently described, with low oxygen
levels proposed as a primary mechanism determin-
ing vertical distributions (Koslow et al. 2011).

An increasing number of studies focus on areas in
the ocean that are important for conservation. The
Global Ocean Biodiversity Initiative (GOBI) is an
international organization working to define Eco -
logical and Biologically Significant Areas (EBSAs) in
the world’s oceans (Williams et al. 2010). The clear
identification of hotspots and the establishment of a
‘hotspot repository’ would ensure the effective study
of hotspot mechanisms and persistence, and subse-
quently inform management and conservation efforts.
Dynamic management has been proposed and even
implemented in a few systems, but with ocean use
projected to increase in the future, new tools are

required to optimize ecological services and ecosys-
tem functioning (Hobday et al. 2010, Dunn et al.
2011, Grantham et al. 2011, Ronconi et al. 2012).
Examination of the overlap between human-use hot -
spots and the temporal persistence of ecological hot -
spots will enable real-time management approaches
to allow human uses when hotspots are absent and
protect habitats when hotspots are persistent.
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INTRODUCTION

Marine snow plays a critical role in the marine car-
bon cycle, as a dominant component of carbon flux
from the surface ocean, a site of enhanced bacterial
activity, and often an important food source for zoo-
plankton (Alldredge & Silver 1988, Smith et al. 1992,

Simon et al. 2002, Kiørboe 2011). Knowledge of the
vertical distribution of marine aggregates in the
water column, as well as of the factors that underlie
these distributions, are critical to understanding the
functions of aggregates in the ocean.

Recent studies have observed that thin layers of
aggregates—with concentrations several times back -
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ABSTRACT: Marine snow is central to the marine carbon cycle, and quantifying its small-scale
settling dynamics in different physical environments is essential to understanding its role in bio-
geochemical cycles. Previous field observations of marine aggregate thin layers associated with
sharp density gradients have led to the hypothesis that these layers may be caused by a decrease
in aggregate settling speed at density interfaces. Here, we present experimental data on aggre-
gate settling behavior, showing that these particles can dramatically decrease their settling veloc-
ity when passing through sharp density transitions. This delayed settling can be caused by 2
potential mechanisms: (1) entrainment of lighter fluid from above as the particle passes through
the density gradient, and (2) retention at the transition driven by changes in the density of the par-
ticle due to its porosity. The aggregates observed in this study exhibited 2 distinct settling behav-
iors when passing through the density transition. Quantitatively comparing these different behav-
iors with predictions from 2 models allow us to infer that the delayed settling of the first group of
aggregates was primarily driven by diffusion-limited retention, whereas entrainment of lighter
fluid was the dominant mechanism for the second group. Coupled with theory, our experimental
results demonstrate that both entrainment and diffusion-limited retention can play an important
role in determining particle settling dynamics through density transitions. This study thus pro-
vides insight into ways that delayed settling can lead to the formation of aggregate thin layers,
important biological hotspots that affect trophic dynamics, and biogeochemical cycling in the
ocean.
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ground levels—are common in coastal waters (Mac-
Intyre et al. 1995, Alldredge et al. 2002, Prairie et al.
2010), and are often associated with sharp density
transitions (MacIntyre et al. 1995, Dekshenieks et al.
2001, Prairie et al. 2010). These layers can have sig-
nificant consequences for local carbon cycling, since
aggregates may act as hot spots for bacterial activity
or foraging zooplankton (Green & Dagg 1997, Kiør-
boe 2000, Ziervogel & Arnosti 2008, Ziervogel et al.
2010). Some studies have suggested that a possible
explanation for the formation of these layers is locally
decreased settling speeds as particles pass through
these regions of sharp stratification (Derenbach et
al. 1979, Alldredge & Crocker 1995, MacIntyre et al.
1995).

Previous theoretical and experimental studies have
investigated the effect of sharp stratification on
 settling particles, and have shown that there are 2
potential mechanisms that could explain a decrease
in settling velocity for a particle falling through a
density transition. Studies with solid spheres have
demonstrated that a sphere passing through a den-
sity transition will entrain lighter fluid from above in
a thin boundary layer shell around the particle, and
the additional buoyancy can decrease its settling
velocity—in some cases even cause it to temporarily
reverse direction (Srdi -Mitrovi  et al. 1999, Abaid et
al. 2004, Camassa et al. 2009, 2010, Yick et al. 2009).
This delayed settling due to entrainment of lighter
fluid can be seen in Fig. 1A, a sequence of previously
published images from experiments with solid spheres
along with matching theory (Camassa et al. 2010).
However, marine aggregates are extremely porous
(usually containing >99.5% water by volume; Ploug
& Passow 2007), providing for another potential
mechanism for delayed settling. The density of a
porous particle will change depending on the fluid
surrounding it. Thus, a porous particle may en -
counter a sharp density transition such that the parti-
cle is initially too light to sink through the density
transition; however, after denser fluid diffuses into
the particle, its density may increase sufficiently such
that it can continue to sink. This diffusion-limited
retention of porous particles, depicted schematically
in Fig. 1B, has been investigated theoretically (Mac-
Intyre et al. 1995, Alldredge & Crocker 1995, Kindler
et al. 2010) and experimentally using agarose spheres
(Kindler et al. 2010).

This recent work with both solid and porous spheres
has provided important insight into the potential for
sharp density gradients to lead to accumulations of
aggregates through delayed settling. However, there
is a lack of experimental work investigating whether

natural aggregates will exhibit the same behavior as
artificial particles, since natural aggregates differ
from artificial spheres in important aspects including
composition, shape, density, and size. In addition, it
remains unclear which of the proposed mechanisms
for delayed settling (i.e. entrainment of lighter fluid
or diffusion-limited retention) dominates aggregate
settling behavior for different types of aggregates
in different environments.

Here, we present experimental results demonstrat-
ing that natural aggregates formed in the laboratory
can significantly decrease their settling velocity as
they pass through sharp density transitions. Our
results demonstrate 2 distinct settling behaviors; one
suggestive of diffusion-limited retention, and one
suggestive of entrainment of lighter fluid. Although
our experimental conditions are directly comparable
only to a subset of field conditions, the general
dynamics underlying the observed behavior is appli-
cable to a wide range of aggregates settling through
sharp density gradients. By comparing our results
with those of previously developed models, we deter-
mined the mechanism that plays a dominant role
depends on aggregate size, settling velocity, and the
vertical density gradient. Lastly, we discuss the
implications for the delayed settling of aggregates
by each mechanism to form a layer that can act as a
hot spot for foraging zooplankton and carbon re -
mineral i zation.
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Fig. 1. Two mechanisms for decreased settling velocity of
aggregates as they pass through sharp density transitions.
(A) Lighter fluid is entrained around the sinking particle
causing it to slow as shown in a time series of 3 experimental
images (along with comparisons to theory). Figure from Ca-
massa et al. (2010). (B) The aggregate pauses at the density
transition until diffusion of denser fluid into the porous ag-
gregate increases its density allowing it to continue sinking. 

Schematic adapted from figure in Kindler et al. (2010)
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MATERIALS AND METHODS

Formation of aggregates

Aggregates were formed in a rotating acrylic cylin-
drical tank (total volume ~4 l) filled with either river
water or seawater and placed on a roller table. This
approach is widely used for aggregate formation in
the lab (Shanks & Edmondson 1989, Jackson 1994,
Ziervogel & Forster 2005, Ploug et al. 2008, Ziervogel
& Arnosti 2008, Ziervogel et al. 2010). We chose to
use aggregates formed from both fresh water and
seawater to observe the settling behavior of a wider
range of aggregate types with different densities and
compositions. Aggregates are derived from natural
organic matter present in the source water, and river-
ine and marine dissolved and particulate organic
matter differ in their sources and composition (Hedges
& Oades 1997, Cauwet 2002), although the specific
composition of the organic matter in the source water
was not measured in this study.

River water was collected in October 2011 at the
mouth of the Tar River, North Caroline (NC) USA.
Seawater was collected in December 2011 from the
pier at the University of North Carolina Institute of
Marine Sciences, located in Morehead City, NC. Par-
ticles were visible in both water samples prior to
roller table experiments, which were started in the
laboratory at room temperature shortly after sample
collection. Rotation speed of the tank was set to
3.5 rpm, which proved suitable for forming aggre-
gates useable in settling experiments. Macroscopic
aggregates formed within the first day of both exper-
iments. Aggregates were incubated in roller tanks for
7 d (seawater) and 17 d (river water); the time of incu-
bation reflected the length of time required to form
aggregates that were stable enough to use in settling
experiments. At the end of the incubation, roller
tanks were placed upright, and single aggregates
that settled to the bottom of the tank were individu-
ally removed via volumetric pi pette from the tank
water (hereafter referred to as aggregate ambient
water), and analyzed separately for their settling
behavior. Four settling experiments were conducted
in total—one with freshwater aggre gates (Expt 1)
and 3 with seawater aggregates (Expts 2, 3, and 4).

Measuring aggregate size

Aggregates used for calculation of aggregate den-
sities as well as aggregates used in the 2-layer
 settling experiments were first measured by micro -

scopy. Individual aggregates were placed on top of a
millimeter square grid in a Petri dish with water of
density approximately equal to that of their ambient
water. Aggregates were then photographed with a
digital microscope (Model 26700-300, Aven), pro -
ducing images of the 2-dimensional projection of
the aggregate (Fig. 2A). Images were processed
using MATLAB to determine the cross-sectional area
(Fig. 2B), which was used to calculate the equivalent
spherical diameter for each aggregate, i.e. the cross
sectional area was assumed to represent that of a
sphere with an equivalent cross-sectional area (see
Table 2). Since the aggregates are irregularly shaped
and are most likely to lie such that their largest cross-
section is the area imaged, the estimates of equiva-
lent spherical diameter for each aggregate are likely
overestimated. In addition, the irregular shape of the
aggregates has consequences for their surface area
to volume ratio, which would be much larger than an
equivalently sized sphere. The implications of these
factors on the delayed settling behavior of the ag -
gregates are discussed below when comparing the
experimental delayed settling behavior to models.

Calculating aggregate densities

Aggregate densities were calculated by measuring
the sinking velocity of 5 to 12 representative aggre-
gates per experiment in water of homogenous den-
sity (given in Table 1) approximately equal to that of
their ambient water (~0.998 g cm−3 for fresh water
aggregates and ~1.025 g cm−3 for marine ag -
gregates). All water densities were measured using a
DMA 35 Portable Density Meter (Anton Paar). After
measuring their sizes as described above, in dividual
aggregates were gently transferred by pi pette to a
rectangular tank with a base 18 × 18 cm and a height
of 32 cm. The path of the aggregate as it settled in
the tank was recorded using a Pike F-100B camera
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Fig. 2. (A) Microscope image of the aggregate shown on a
1 mm2 grid. (B) Same image as (A) with perimeter outlined
to illustrate how cross-sectional area is approximated to 

derive equivalent spherical diameter of aggregates
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(Allied Vision Technologies) recording at a rate be -
tween 25 and 33 frames s−1 (but that remained con-
stant within an experiment). Sin king velocity was
calculated from the vertical displacement (captured
at the recording rate of the camera) and then an aver-
age sinking velocity (U) was calculated over at least
3 continuous seconds. This was used to estimate
aggregate density (ρa) using the following equation
(Batchelor 1967, Ploug et al. 2008):

(1)

where g is the acceleration due to gravity, ρf is the
density of the fluid, CD is the drag coefficient, and d
is the equivalent spherical diameter as measured
from the microscope images. The drag coefficient
was calculated using the following empirical drag
law (White 1974):

(2)

for Re > 0.5 where Re is the Reynolds number calcu-
lated as:

(3)

where ν is the kinematic viscosity of water (1.19 ×
10−2 cm2 s−1 at 15°C; Ploug et al. 2008). Since the
above equations assume spherical particles, aggre-
gates used to estimate aggregate density were
 chosen to be as spherical as possible. Individual
densities for all aggregates measured were then
averaged to obtain an average ρa for each experi-
ment (Table 1). Since aggregates are porous, their
densities depend on the fluid in which they are
measured; the aggregate densities reported here
are estimated in water approximately the density of
the ambient water in which they were originally
formed (see Table 1).

Two-layer aggregate settling experiments

After an average aggregate density was calculated,
different aggregates from the same roller table batch
were observed as they settled through a 2-layer
water column with a sharp density transition in the
middle. The tank used in these experiments had a
square base (30 × 30 cm) and had a height of 61 cm.
The tank was filled to approximately 20 cm with salt
water. This salt water, hereafter defined as the
 bottom layer fluid, varied in density from experiment
to experiment but was always more dense than
the water in which the aggregates were formed
(Table 1). After the bottom layer fluid was still, water
with density approximately equal to that of the
aggregates’ ambient water—defined as the top layer
fluid—was carefully poured on top of the bottom
layer fluid through a diffuser initially soaked with top
layer fluid. The diffuser floats at the surface of the
water column; it is ~2 cm thick and is constructed of
foam and sponge to slow down the flow of top layer
fluid as it is introduced into the tank in order to create
a sharp density transition between the top layer and
bottom layer fluid. The thickness of the density tran-
sition was not measured for these experiments but is
estimated from previous application of this stratifica-
tion method (Abaid et al. 2004, Camassa et al. 2009)
to be between 1 and 2 cm thick. Variations in this
thickness will affect the sharpness of the density gra-
dient, which is likely to affect aggregate settling
behavior, although future work investigating this
dependence is needed to determine the exact effect.
The vertical density difference is calculated as the
difference between the density of the bottom layer
fluid (ρBL) and the density of the top layer fluid (ρTL)
and ranged between 0.0103 and 0.0416 g cm−3. For
each experiment, the initial excess density of the
aggregates in the bottom layer was calculated as ρa −
ρBL and is given in Table 1.
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Expt Average aggregate Density of water Density Density No. of Aggregate 
no. density (g cm−3) for aggregate density of top of bottom aggregates excess 

measurement layer layer density 
(g cm−3) (g cm−3) (g cm−3) (g cm−3)

1 1.0098 ± 0.0064 (n = 12) 0.9985 0.9985 1.0401 5 −0.0303
2 1.0598 ± 0.0102 (n = 5)  1.0261 1.0248 1.0404 7 0.0194
3 1.0606 ± 0.0145 (n = 10) 1.0256 1.0249 1.0352 12 0.0254
4 1.0599 ± 0.0112 (n = 10) 1.0253 1.0250 1.0460 15 0.0139

Table 1. Aggregate sinking experiments. Aggregate density was calculated using Eq. (1). Average aggregate density is shown
over n aggregates along with the standard deviation. The subsequent columns provide the density of the homogenous water
used to cal culate aggregate densities, the densities of the top and bottom layer of the 2-layer settling experiments, and
the number of aggregates observed in the 2-layer settling experiments. Aggregate excess density in bottom layer gives the 

difference between the average aggregate density and the density of the bottom layer



Prairie et al.: Delayed settling of marine snow

Aggregates were transferred gently by pipette into
the 2-layer water column one at a time to observe
their settling behavior. Aggregate settling behavior
was recorded using the Pike camera, recording at a
frame rate that was constant within runs, but varied
among runs between 12 and 25 frames s−1. Record-
ings were conducted with the room dark and the
tank lit from the sides, using light-emitting diode
(LED) strips attached to 2 panels that spanned the
height and width of the tank. Although the LED pan-
els did introduce some heat laterally into the tank,
measurements indicate that the rise in temperature
was slight (<1°C over the course of an experiment)
and any convective motion was negligible in compar-
ison to aggregate settling velocities. The square field
of view of the images had dimensions which ranged
among experiments between 31.5 cm × 31.5 cm and
37.2 cm × 37.2 cm. The top of the field of view was
positioned between ~11.5 and 17 cm above the den-
sity transition (varied between experiments but kept
constant within each experiment). The size of the
field of view was chosen to maximize the vertical
 distance that the aggregate could be tracked while
retaining adequate resolution of the aggregate.

Data analysis

All images (Fig. 3) were processed in MATLAB to
determine the location of the aggregate (defined as
the location of its centroid) over time. Position data
was linearly corrected from pixels to cms using the
measured dimensions of the field of view of the cam-
era. The settling velocity was calculated by dividing
the aggregate’s vertical displacement between se -
quential images by the time between images; the
 settling velocity was then smoothed using a moving
average over approximately a 1 s span.

The settling velocity in the top layer was calculated
by averaging the smoothed settling velocity in a re -
gion above the density transition where the velocity
was relatively constant for a period of at least 2 s. The
settling velocity in the bottom layer was calculated
by averaging the smoothed settling velocity in the
very last part of the settling velocity time record (for
a period of at least 2 s), representing the point at
which the aggregate had reached its terminal veloc-
ity after passing through the density transition. The
aggregates in Expt 1 did not appear to fully reach
their terminal velocity in the bottom layer; in these
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Fig. 3. Sequential panels show a region of images from (A) Expt 1 (Aggregate 4) and (B) Expt 4 (Aggregate 7) as the aggregate
passes through the density transition (dotted yellow line). Time between images is ~12 s for (A) and ~2 s for (B). Time stamps
are shown in orange in seconds. The region shown is ~2 cm × 6 cm. The aggregate in (A) demonstrates a smaller minimum 

settling velocity and a much longer delayed settling time than the aggregate in (B)
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cases, settling velocity in the bottom layer was likely
underestimated. Measured settling velocities for each
aggregate are reported in Table 2; it is important to
note that these measured values are not expected to
match theoretical sinking velocity values (as calcu-
lated from Eq. 1) given the wide range of aggregate
shapes observed in these experiments, and that an
average aggregate density was used for each experi-
ment.

Two metrics were calculated to determine the
extent to which the aggregate’s settling velocity de -

creased within the density transition. The normalized
minimum settling velocity (NMSV) was calculated as
the minimum value of the smoothed settling velocity
(MSV) divided by the settling velocity in the bottom
layer. The delayed settling time (DST) was calculated
as the length of time that the aggregate’s smoothed
settling velocity was less than 90% of the settling
velocity in the bottom layer. This definition for DST
was chosen because it quantified the time of delayed
settling of the aggregate independent of its settling
velocity; the threshold of 90% was chosen to obtain a
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Expt Aggregate Aggregate equivalent Settling velocity Settling velocity NMSV DST Re
no. no. spherical diameter in top layer in bottom layer (s) in top layer

(cm) (cm s−1) (cm s−1)

1 1 0.206 0.62 0.42 −0.01  244.2  10.7  
2 0.658 0.75 0.48 −0.15  600.6  41.3  
3 0.144 0.73 0.47 −0.01  191.4  8.8
4 0.101 0.51 0.40 0    104.6  4.3
5 0.137 0.52 0.41 0    149.8  5.9

2 1 0.089 1.48 0.87 0.65 6.6 11.0  
2 0.150 1.39 1.09 0.62 6.9 17.4  
3 0.122 1.23 0.89 0.57 11.2 12.6  
4 0.138 1.01 0.83 0.45 12.5 11.7  
5 0.071 0.97 0.79 0.67 6.6 5.8
6 0.064 0.89 0.55 0.54 13.0 4.8
7 0.096 1.22 0.81 0.58 9.5 9.9

3 1 0.077 0.50 0.50 0.30 18.9 3.2
2 0.051 0.39 0.38 0.51 9.2 1.7
3 0.062 0.55 0.53 0.54 9.9 2.8
4 0.056 0.44 0.43 0.40 13.4 2.1
5 0.112 0.88 0.82 0.63 8.5 8.3
6 0.108 0.70 0.66 0.48 15.0 6.4
7 0.098 1.09 0.98 0.79 3.5 9.0
8 0.138 1.06 0.95 0.74 1.0 12.3  
9 0.105 0.85 0.77 0.67 7.9 7.5
10 0.166 1.56 1.34 0.89 1.1 21.6  
11 0.116 0.86 0.80 0.64 9.2 8.4
12 0.110 0.92 0.85 0.71 7.5 8.5

4 1 0.100 0.57 0.54 0.08 45.4 4.8
2 0.136 1.28 1.07 0.52 9.3 14.6  
3 0.083 0.73 0.66 0.35 23.2 5.1
4 0.088 0.94 0.74 0.58 8.9 7.0
5 0.131 1.06 0.86 0.32 13.6 11.6  
6 0.111 1.45 0.82 0.75 8.6 13.5  
7 0.098 0.76 0.65 0.23 25.1 6.3
8 0.110 1.22 1.06 0.58 7.2 11.3  
9 0.083 0.65 0.60 0.31 18.4 4.5
10 0.084 0.92 0.59 0.23 24.0 6.5
11 0.131 1.42 0.96 0.59 9.3 15.6  
12 0.105 1.09 0.96 0.46 10.2 9.6
13 0.104 0.92 0.83 0.47 14.6 8.1
14 0.102 1.36 1.16 0.66 6.7 11.6  
15 0.096 1.07 0.90 0.55 9.4 8.6

Table 2. For each aggregate from the four 2-layer sinking experiments, experimental results are reported, including equiva-
lent  spherical diameter, settling velocity in the top and bottom layer, normalized minimum settling velocity (NMSV), delayed 

settling time (DST), and Reynolds number (Re) in the top layer
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positive time scale even for aggregates that
decreased their velocity only slightly while limiting
the effect of noise. These metrics were calculated for
each aggregate individually and compared to aggre-
gate size and vertical density difference.

RESULTS

Experimental results

Data of settling behavior for all 39 aggregates
observed in the 2-layer aggregate settling experi-
ments are given in Table 2. It is important to note that
aggregates that form in roller tanks are generally
denser than those formed in nature, and thus typi-
cally exhibit much higher settling velocities than
aggregates observed in situ (Shanks 2002). Thus,
aggregates used in this study may be more represen-
tative of dense nearshore aggregates (which contain
more mineral material) rather than offshore aggre-
gates formed from phytoplankton blooms.

All aggregates demonstrated a settling velocity
minimum when passing through the density transi-
tion (Table 2). However, the extent to which the
aggregates decreased their velocity varied between
aggregates, as well as among experiments.

The most striking differences in settling behavior
occurred between aggregates in Expt 1 and aggre-
gates in the other 3 experiments (Fig. 4). The 5
aggregates in Expt 1 all demonstrated a VMSV less
than or equal to 0 (within the resolution of our
images) when passing through the density transition.
Although some of the aggregates had a negative
NMSV, all except for Aggregate 2 were within the
error (due to video recording noise) of having a 0
minimum settling velocity. By contrast, the NMSV of

the aggregates in Expts 2, 3, and 4 ranged from 0.08
to 0.89, with a mean value of 0.53 (Fig. 4A). This dif-
ference be tween Expt 1 and the other 3 experiments
is also evident in the DST, which ranged be tween
104.6 and 600.6 s for Expt 1 (mean of 258.1 s), and
between 1.0 and 45.4 s for Expts 2, 3, and 4 (mean of
11.9 s) (Fig. 4B). The large spread in DSTs observed
within a given experiment is expected because of the
wide range of aggregate shapes and sizes used in the
experiments. Although aggregates from each of the 4
experiments represent a range of sizes, it is important
to note that the largest aggregate in Expt 1 was more
than 3 times larger (by equivalent spherical diame-
ter) than any of the other aggregates, and likewise its
delayed settling time was much longer and not rep-
resentative of the rest of the aggregates tested. The
different settling behaviors are exemplified in plots
of aggregate vertical location and settling velocity
over time for an aggregate from Expt 1 (Fig. 5A,B)
and for an aggregate from Expt 4 (Fig. 5C,D).

Differences also occurred in the manner in which
DST varied with aggregate equi valent spherical dia -
meter, which ranged between 0.051 cm and 0.658 cm
for all experiments (mean of 0.121 cm) (Table 2). DST
for aggregates in Expt 1 showed a strong positive lin-
ear relationship with equivalent spherical diameter
(r2 = 0.988, p < 0.001; Fig 6A). However, the other
3 experiments—when grouped together—showed
a negative but not significant re lationship between
DST and aggregate equivalent spherical dia meter
(Fig. 6B). When Expts 2, 3, and 4 were considered
separately, only Expt 3 showed a significant re -
lationship at the p = 0.05 level (r2 = 0.398, p = 0.028).

Although many experimental parameters differed
among the experiments, one particularly notable dif-
ference between Expt 1 and the other 3 experiments
was the initial excess density of the aggregates in
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Fig. 4. Mean (A) normalized minimum settling velocity and (B) delayed settling time for aggregates in each experiment. Error 
bars = standard error
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the bottom layer (Table 1). The aggregates in Expt 1
were less dense than the bottom layer fluid initially
(a negative excess density) while the aggregates in
Expts 2, 3, and 4 were more dense than the bottom
layer fluid (a positive excess density).

Comparison of experimental results to models

The observed relationships between aggregate size
and DST (Fig. 6A & B) can be used to determine the
dominant mechanism of delayed settling for each
 experiment by comparing the relationships with
 theoretical predictions of particle settling behavior
from 2 different models. The first model—hereafter
referred to as the porous particle model—illustrates
the settling behavior of a porous particle as it passes
through a sharp density transition. A brief description
of the model is given here, but specific details of this
model—ongoing in development—will be published

elsewhere (R. Camassa, S. Khatri, R. M. McLaughlin,
J. C. Prairie, B. L. White, S. Yu unpubl. data). The
 settling behavior in this model does not include any
entrainment of fluid around the particle; thus, any
 decrease in particle settling velocity at the density
transition is strictly due to diffusion-limited retention.
The model assumes: (1) the Re is much smaller than 1,
(2) a spherical particle whose size is not changing in
time, (3) a density gradient formulated as an error
function, (4) the ambient density gradient does not
diffuse during the total time that it takes the sphere to
settle through the transition region, (5) the radius of
the sphere is small compared to variations in the
 ambient density profile, and (6) the time scale of dif-
fusion into the sphere is small relative to the particle
settling time scale. Under these assumptions, the
model can be formulated as a force balance between
the drag forces acting on the particle and buoyancy
forces exerted by the fluid on the particle. The diffu-
sion equation is solved dependent upon the location
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Fig. 5. Settling behavior of 2 aggregates through a sharp density transition. (A) Aggregate vertical location over time for Ag-
gregate 3 from Expt 1. (B) Smoothed aggregate settling velocity over time for the same aggregate as in (A). (C) Aggregate vertical
location over time for Aggregate 5 from Expt 4. (D) Smoothed aggregate settling velocity over time for same aggregate as in
(C). In plots (B) and (D), the dashed line shows the minimum settling velocity (MSV, not normalized) and the dotted line repre-
sents 90% of the terminal velocity in the bottom layer, which was used to find delayed settling time (DST, shown with brackets)
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of the sphere to determine how much salt has dif -
fused into the fluid within the sphere and therefore
determines the weight of the sphere. Also, the buoy-
ancy force is dependent upon the ambient fluid den-
sity surrounding the particle. By solving the diffusion
equation analytically, we have developed a nonlinear
integro-differential equation for the position of the
particle as a function of time, which is then solved
 using numerical methods. Parameters in the model
include density of the top layer (ρTL), density of the
bottom layer (ρBL), diffusivity coefficient for salt (κS),
the particle porosity (P), and the density of the solid
fraction of the particle (ρsolid).

This model was run for particle diameters ranging
from 0.04 to 0.7 cm and the DST was calculated for
each particle diameter in the same way as for the
experimental results. These preliminary simulations
demonstrate a positive correlation between particle
diameter and DST that was fit with a quadratic poly-
nomial (r2 > 0.999; Fig. 6C). The model was formu-
lated at low Re (the Stokes flow regime) since there
is an analytical formula for the drag force in this
case (Batchelor 1967). However, simulations using an
empirical drag law for larger Re numbers, the White
drag law (White 1974), showed no significant differ-
ences in the observed trends presented here while
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Fig. 6. (A) Aggregate equivalent spherical diameter vs. delayed settling time (DST) for all aggregates from Expt 1. Linear re-
gression shown as dotted line (y = 851.1x + 46.2; p < 0.001, r2 = 0.988). (B) Aggregate equivalent spherical diameter vs. DST for
all aggregates from Expts 2 (s), 3 (✕), and 4 (n). Linear regression was not significant when all data was grouped together at p
= 0.05. For each experiment calculated separately, only Expt 3 had a significant linear regression (y = −99.2x + 18.7; p = 0.028,
r2 = 0.398). (C) DST for different particle diameters from the porous particle model. Model was run with parameters: density of
the top layer (ρTL) = 0.998 g cm−3, density of the bottom layer (ρBL) = 1.04 g cm−3, particle porosity (P) = 0.98, density of the solid
fraction of the particle (ρsolid) = 1.3 g cm−3, and diffusivity coefficient for salt (κS) = 1.5 × 10−5 cm2 s−1. Dashed line shows quad-
ratic fit (y = 10747x2 − 2.4; p < 0.001, r2 > 0.999). (D) DST for different particle diameters from the solid particle entrainment
model. Model was run with parameters: ρTL = 1.36 g cm−3, ρBL = 1.38 g cm−3, and particle density (ρparticle) = 1.48 g cm−3. Dashed
line shows a fit of the form y = 1/x (y = 21.2(1/x) − 19.9; p < 0.001, r2 = 0.995). The different curves shown in (C) and (D) demon-
strate that delayed settling due to diffusion limited retention results in a positive (quadratic) relationship between DST and 

aggregate size while entrainment of lighter fluid results in a negative relationship between DST and aggregate size
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having a minor decrease in the magnitude of the DST
(<10% for all particle diameters tested).

The second model—hereafter referred to as the
solid particle entrainment model—gives the settling
behavior of a solid particle as it passes through a
sharp density transition (Camassa et al. 2009, 2010).
This previously developed model illustrates de -
creased settling velocity at the density transition
due to entrainment of lighter fluid; diffusion plays no
role in the delayed settling of the particle since the
particle is not porous. The model assumes: (1) the Re
is much smaller than 1, (2) a spherical particle, (3) a
density profile represented by a step function, and
(4) neglects the effects of molecular diffusion. Para -
meters include ρTL, ρBL, and the particle density (ρpar-

ticle). A full description of the formulation and as -
sumptions of the model can be found in Camassa et
al. (2009). The model was run for particle diameters
ranging from 0.05 to 0.2 cm, and the DST was calcu-
lated for each particle diameter. This model predicts
a negative  correlation between particle diameter and
delayed settling time that was fit with a curve of the
form y = 1/x (r2 = 0.995; Fig 6D).

The predictions from the models presented in
Fig. 6C & D provide insight into the relationship be -
tween particle size and DST for each of the 2 mecha-
nisms for delayed settling. The formulation of these
models allows us to consider each mechanism—
entrainment and diffusion-limited retention—sepa-
rately. Although such a perspective does not reflect
real conditions for the experiments in which both
mechanisms play a role and are likely interacting, it
helps us gain an understanding of the conditions
under which one mechanism may be more important
than the other. Other important differences between
the experiments and the models include particle
shape (which is assumed to be spherical in the mod-
els) and Re (which is assumed to be less than 1 in the
models). For these reasons, we do not attempt to
directly compare the experimental and theoretical
results, but instead compare trends between particle
size and delayed settling time that might provide
information about the underlying mechanisms.

The porous particle model predicts a positive
 quadratic relationship between particle diameter and
DST. This relationship is expected since the mecha-
nism that controls the retention time of the particle at
the density transition is diffusion, and the time scale
of diffusion is proportional to particle radius squared.
By contrast, the solid particle entrainment model
 predicts a negative hyperbolic relationship between
particle diameter and DST. This relationship can also
be explained by the underlying mechanism, since the

decrease in particle settling speed should be regu-
lated by the volume of the entrained lighter fluid
(proportional to the surface area) relative to the vol-
ume of the par ticle. We therefore may expect that the
DST is proportional to the surface area to  volume
ratio, which for a sphere scales as 1/R, where R is the
particle radius.

The strong positive correlation between aggregate
size and DST for Expt 1 (Fig. 6A) suggests that the
settling behavior of these aggregates was driven pri-
marily by diffusion-limited re tention. The relation-
ship observed between aggregate size and DST was
linear rather than the quadratic relationship predicted
by the porous particle model (Fig. 6C). The discrep-
ancies observed between the model and experi-
ments—both in the magnitude of the DST and the
shape of the relationship between particle size and
DST—are most likely due to the assumption of a
spherical particle, lack of entrainment in the model,
and the parameterization of the model used here.
Although the model assumes the particles are spher-
ical, the aggregates used in the experiments often
had irregular shapes, particularly the larger parti-
cles; this will increase particle surface area at which
diffusion takes place, resulting in lowered DSTs rela-
tive to equivalently-sized spherical particles. Addi-
tionally, although the porous particle model only
includes delayed settling due to diffusion-limited
retention, both  diffusion-limited retention and
entrainment played a role (likely interacting) in the
delayed settling of each of the aggregates in the
experiments, even if one mechanism dominated the
observed behavior. Lastly, the parameter values for P
and ρsolid used in the model simulations presented
here represent estimates from literature and other
experiments (Alldredge & Gotschalk 1988, Ploug et
al. 2008); however, these may not reflect the actual
properties of the aggregates used in the experiments.

Other characteristics of aggregate settling behav-
ior from Expt 1 also suggest that diffusion-limited
retention was the dominant mechanism. For exam-
ple, all aggregates in Expt 1 had a settling velocity of
zero at the density transition, as expected for parti-
cles exhibiting diffusion-limited retention. In addi-
tion, the DSTs for the aggregates in Expt 1 were on
average more than an order of magnitude larger than
for the other 3 experiments.

The weak negative relationship between aggre-
gate size and DST for Expts 2, 3, and 4 (although
 significant only for Expt 3) suggests that the settling
behavior for these experiments may be dominated
primarily by entrainment of lighter fluid. The non-
significant relationships between aggregate size and

194



Prairie et al.: Delayed settling of marine snow

DST in Fig. 6B are likely due to the large range in
aggregate shapes observed in these experiments.
However, the non-zero minimum settling velocities
for all aggregates in Expts 2, 3, and 4 and the rela-
tively short DSTs (as compared to Expt 1) further sug-
gest that entrainment of lighter fluid is more impor-
tant than diffusion in these cases. As for Expt 1, the
discrepancies in DST values between the solid parti-
cle entrainment model and Expts 2, 3, and 4 can be
explained by the model assumption of a spherical
particle, lack of diffusion in the model, and the model
parameterization.

DISCUSSION

Predicting the dominant mechanism for delayed
settling at density transitions

The sinking behavior of aggregates through sharp
density transitions observed in both the experimental
data and model simulations provides insight into the
circumstances under which the decreased settling
velocity at the transition is primarily driven by dif -
fusion-limited retention (Fig. 1B) or entrainment of
lighter fluid (Fig. 1A). When the density of the aggre-
gate in the top layer fluid is less than the density of
the bottom layer fluid, the aggregate will have to stop
at the density transition until sufficient diffusion into
the particle allows it to continue to sink. However,
when the density of the aggregate in the top layer
fluid is greater than the density of the bottom layer

fluid, the aggregate can continue settling through
the density transition but experiences a decrease in
settling velocity because of fluid entrained from the
top layer. Thus, the curve

ρBL = ρa (4)

divides 2 broad regimes: above this curve, diffusion-
limited retention controls the particle’s delayed set-
ting at the density transition, although there may be
important interactions with the effects due to entrain-
ment; below this curve, diffusion is no longer im -
portant and the dominant mechanism for delayed
settling is entrainment of lighter fluid.

The 2 regimes described by Eq. (4) are shown in
Fig. 7A. For the 4 experiments conducted, the set-
tling behavior regime can be identified easily from
the initial excess density of the aggregate in the bot-
tom layer (Table 1). When this excess density is posi-
tive, the density of the aggregate is greater than the
density of the bottom layer fluid, thus placing it in the
entrainment regime. Likewise, when this excess den-
sity is negative, the aggregates fall in the diffusion-
limited retention regime. It is important to note that
the regimes represented in Fig. 7 simply depict rela-
tive effects of one mechanism compared to the other,
rather than an absolute trend. For example, in the
entrainment regime, moving further away from the
dividing line indicates that the effect of entrainment
becomes stronger relative to the effect of diffusion-
limited retention; it does not indicate that the effect
of entrainment becomes stronger in an absolute
sense. In fact, in a study of solid spheres settling
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Fig. 7. Two aggregate sinking behavior regimes for an aggregate passing through a sharp density transition. (A) Aggregate
density vs. bottom layer density. The curve (Eq. 4) separates the regime dominated by diffusion-limited retention (above the
curve) and the regime dominated by entrainment of lighter fluid (below the curve). (d) Expt 1, (s) Expt 2, (✕) Expt 3, and (n)
Expt 4. (B) Aggregate sinking velocity vs. normalized layer density. Several curves of Eq. (6) are shown for different values of
aggregate radius (R): R = 0.025 cm (dashed line), R = 0.05 cm (solid line), and R = 0.1 cm (dotted line). For each curve, the
 region above the curve represents the regime dominated by diffusion-limited retention and the region below the curve 

represents the regime dominated by entrainment of lighter fluid
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through density transitions, the effect of entrainment
was observed to become stronger as the density of
the sphere became closer to the density of the bottom
layer fluid (R. Camassa, R. M. McLaughlin, A. Vaidya
unpubl. data).

Moreover, although one mechanism can be domi-
nant in certain cases, both mechanisms are always at
work to some extent, and interactions between them
can alter the delayed settling behavior. Particularly
for the diffusion-limited retention regime, although
diffusion is necessary for the particle to increase its
density and thus continue to sink, the effects of en-
trainment have been shown to be important in many
cases, particularly in accurately predicting delayed
settling times (R. Camassa, S. Khatri, R. M. McLaugh-
lin, J. C. Prairie, B. L. White, S. Yu unpubl. data).

The 2 regimes can also be described as a function
of settling velocity, which is more easily measured in
the field than aggregate density. By combining Eq.
(4) with Eq. (1) — which provides an estimate of
aggregate density (in top layer fluid) as a function of
settling velocity and aggregate size — the following
curve is obtained:

(5)

Eq. (5) can be rewritten so that a normalized meas-
ure of the vertical density difference (ρBL− ρTL)/ρTL is
expressed in terms of aggregate settling velocity and
radius:

(6)

For given aggregate radii, a curve of this normal-
ized vertical density difference vs. settling velocity
can be calculated; in the same way as for Eq. (4),
above the curve represents delayed settling prima-
rily driven by diffusion-limited retention while below
the curve represents delayed settling primarily driven
by entrainment of lighter fluid. Fig. 7B illustrates
 several curves of the normalized vertical density dif-
ference vs. aggregate settling velocity for different
aggregate radii. As before, both mechanisms can act
to delay settling and interact with each other.

Implications of delayed settling for aggregate thin
layer formation

The results of this study have shown that aggre-
gates derived from natural waters can exhibit sig -
nificantly decreased settling velocities when passing
through sharp density transitions because of 2 differ-

ent mechanisms: diffusion-limited retention and en -
trainment of lighter fluid. In some cases, aggregates
demonstrated only a modest decrease in settling
velocity (with a minimum settling velocity as large as
~89% of the settling velocity in bottom layer), while
in other cases, aggregates came to a complete stop.
The DST reached up to ~600 s in the most dramatic
case observed; however, in the majority of cases the
decrease in settling velocity was on the order of
~10 s, representing a relatively short-term event
given the total time required for an ag gregate to sink
out of the surface ocean. However, the importance of
this phenomenon is not the delay experienced by a
single aggregate in its journey to depth, but rather,
the resulting accumulation of aggregates at the
depth of the density transition.

Even modest decreases in aggregate settling speed
at sharp density transitions can result in significant
local increases in aggregate abundance. Using a
rough approximation—only considering the effects
of settling speed—the local increase in aggregate
abundance will equal the inverse of the NMSV. For
example, a NMSV of 0.5 would result in a doubling
in local aggregate concentration, even if the delayed
settling time of an individual aggregate is only ~10 s.
This model is overly simplistic, since it suggests that
in cases where the NMSV equals 0, there would be
an infinite buildup of aggregates. Including the
effects of vertical diffusivity, as done in previous
models of plankton thin layer formation (Stacey et al.
2007, Birch et al. 2008, Prairie et al. 2011), will pro-
vide a balance between the accumulation caused by
the delayed settling and the dissipating effects of
mixing, thus presenting a more realistic idea of
how these mechanisms can affect vertical aggregate
distributions.

The intensity of the resulting aggregate layer will
depend strongly on whether the delay in aggregate
settling is driven primarily by diffusion-limited reten-
tion or entrainment of lighter fluid. As demonstrated
by this study, the decrease in settling velocity is more
pronounced as well as longer-lasting for aggregates
undergoing diffusion-limited retention. Thus, layers
formed by this mechanism will demonstrate higher
increases in aggregate concentrations compared to
layers formed by entrainment of lighter fluid. How-
ever, even in the case where entrainment dominates,
aggregate layers can form.

The persistence of aggregate layers would largely
be determined by the persistence of the density tran-
sition that originally caused the decrease in settling
velocity. If the sharp density gradient is transient,
then the aggregate layer would also be expected to
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be ephemeral. However, in many cases sharp density
gradients can persist for days or significantly longer
in the ocean (Dekshenieks et al. 2001), thus allowing
long-lived aggregate layers to form.

Aggregate layers have important effects on food
web dynamics, acting as hot spots for zooplankton
foraging. Studies have demonstrated that marine
snow can be an important food source for a diverse
variety of zooplankton, including protists, copepods,
other mesozooplankton, and larval invertebrates
(Alldredge 1972, Lampitt et al. 1993, Steinberg 1995,
Shanks & Walters 1996, 1997, Green & Dagg 1997,
Artolozaga et al. 2002). Aggregate layers formed
through delayed settling may further enhance local
zooplankton abundance and grazing, explaining the
finding that up to 70% of aggregate carbon can be
degraded by invertebrate grazers before an aggre-
gate sinks out of the surface ocean (Kiørboe 2000).
Laboratory experiments have shown that several
taxa of zooplankton are able to seek out and remain
in regions of high food concentration (Jakobsen &
Johnsen 1987, Tiselius 1992, Menden-Deuer & Grün-
baum 2006). For marine snow, zooplankton may be
able to use chemical sensing to detect sinking parti-
cles (Jackson & Kiørboe 2004, Kiørboe 2011). Field
observations have demonstrated that the distribu-
tions and grazing rates of zooplankton and perhaps
higher trophic levels such as small fish are often
associated with planktonic layers (McManus et al.
2003, Benoit-Bird et al. 2009, 2010, Menden-Deuer &
Fredrickson 2010). However, there is still a need for
studies of trophic interactions in aggregate layers in
the field, since most studies of zooplankton grazing
on aggregates have focused on zooplankton asso -
ciations with single particles (Green & Dagg 1997,
Shanks & Walters 1997, Jackson & Kiørboe 2004).
Continuing advances in optical and acoustic techno -
logy may allow for in situ measurements of the
 settling behavior and vertical distributions of aggre-
gates concurrent with grazing rates and distributions
of zooplankton and fish, providing a better mecha-
nistic understanding of the role of delayed settling in
aggregate layer formation and its impact on trophic
interactions.

Aggregate layers may also be a hotspot for bacter-
ial activity and organic matter remineralization.
Experimental and theoretical studies have suggested
that bacteria may preferentially find and colonize
sinking aggregates (Kiørboe et al. 2001, 2002, Kiør-
boe & Jackson 2001, Stocker et al. 2008). In addition,
bacterial activity and enzymatic hydrolysis rates on
aggregates can be several orders of magnitude
higher than that of aggregate-free water (Grossart et

al. 2007, Ziervogel & Arnosti 2008, Ziervogel et al.
2010), demonstrating that aggregates not only repre-
sent regions of enhanced bacterial abundance but
also active carbon remineralization. In aggregate
layers formed by delayed aggregate sinking, the
effect of aggregates as remineralization hot spots
may be further strengthened. Given the potential for
aggregate layers as hotspots for zooplankton forag-
ing and bacterial activity, the presence of these lay-
ers may act to reduce local carbon flux, with implica-
tions for larger-scale carbon cycling.

Applicability to aquatic ecosystems

The experimental results presented here represent
a small fraction of natural conditions found in aquatic
ecosystems; however, the basic observation of de -
layed aggregate settling at sharp density transitions
may be widely applicable to many regions of the
world’s oceans since the general dynamics under -
lying the delayed settling behavior will remain the
same. The vertical density differences tested in the
current study (with density differences of ~1.025 to
~1.046 g cm−3 for the marine aggregates tested) are
much greater and over shorter vertical distances than
would be observed in most coastal regions or the
open ocean (density for the entire water column will
typically range from ~1.02 to ~1.029 g cm−3). How-
ever, similar aggregate settling behavior may be
observed at much weaker density gradients since the
effect of density gradients on aggregate settling
behavior is controlled not only by the sharpness of
the gradient but also by the density of the aggregate.
Since aggregates used in this study were formed in
roller tanks, they are likely much denser than aggre-
gates found in the open ocean and other regions out-
side of very nearshore environments (Alldredge &
Gotschalk 1988, Shanks 2002). For example, for nat-
ural marine aggregates from the San Pedro and
Santa Barbara Basins, Alldredge & Gotschalk (1988)
measured a median aggregate density of 1.02502 g
cm−3 (equal to 0.00014 g cm−3 higher than the ambi-
ent seawater). Thus, natural, less-dense aggregates
in these systems are likely to exhibit significantly
decreased settling velocities even with weaker den-
sity gradients than those tested in this study.

In some stratified aquatic environments, the den-
sity differences tested in this study are representative
of naturally occurring gradients. In estuaries, for
example, the transition from fresh water to seawater
can occur over a relatively small vertical distance
which can retain particles for extended periods of
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time, resulting in estuarine turbidity maxima, as
has been observed in the Columbia River, USA, estu-
ary (Crump et al. 1999). Under these conditions, car -
bon remineralization can be enhanced by particle-
attached bacteria (Crump et al. 1999). Furthermore,
deep hypersaline basins, such as those in the Gulf of
Mexico, the Red Sea, and the Mediterranean Sea,
can exhibit up to an order of magnitude vertical
change in salinity over very short depth scales (Poly-
menakou et al. 2007, Tribovillard et al. 2009). In
these extreme environments, trapped particles at the
halocline can affect the distribution, composition, and
abundance of both organic matter and the microbial
community (LaRock et al. 1979, Polymenakou et al.
2007, Tribovillard et al. 2009). In estuaries as well as
hypersaline basins, the intense vertical density dif-
ferences would make delayed settling by aggregates
more likely to be driven by diffusion-limited reten-
tion, resulting in minimum settling velocities close
to zero and resulting in very long particle residence
times. These settling behavior attributes explain
the intense particle accumulations often observed
at these sites (Crump et al. 1999, Tribovillard et al.
2009).

Finally, it is important to consider whether the den-
sity gradients in question are driven by changes in
salinity or temperature. In some parts of the ocean,
vertical salinity variations can cause sharp pycno-
clines (most notably in estuaries and hypersaline
basins as discussed previously), thus mimicking the
experiments presented here. However, most often in
the upper ocean, temperature gradients are responsi-
ble for vertical changes in density. Since the molecu-
lar diffusion of heat occurs at a rate nearly 2 orders
of magnitude faster than that of salt (Gargett et
al. 2003), aggregates settling through  temperature-
driven density gradients will likely exhibit decreases
in settling velocity that are much more short-lived
than those observed in this study.

CONCLUSIONS

These experimental results demonstrate that de -
layed settling of natural aggregates at density transi-
tions can occur by 2 different mechanisms—entrain-
ment of lighter fluid and diffusion-limited retention.
The time scale and extent to which an aggregate
decreases its velocity at the density transition de -
pends on the dominant mechanism at work. A first-
order prediction of the conditions in which entrain-
ment vs. diffusion-limited retention will dominate
shows that the governing mechanism depends on the

aggregate size, settling speed, and strength of the
density gradient. However, since in many inter -
mediate cases both mechanisms are important, future
work exploring the interactions between these 2
mechanisms is needed. In addition, although we
demonstrate decreased settling velocity across a
range of aggregate sizes and conditions, further
experimental work is needed to understand how
 settling behavior of natural aggregates varies with
changing aggregate and environmental parameters,
including porosity, aggregate density, aggregate size,
and density gradient. Lastly, investigation on whether
the settling behavior of aggregates (especially in
highly concentrated regions) is affected by fluid inter -
actions with other aggregates will provide a more com -
plete understanding of aggregate settling dynamics.

The mechanisms for delayed settling of aggregates
across density transitions illustrated here have
important implications for both trophic dynamics and
carbon cycling. Even modest decreases in aggregate
settling velocities can result in significant accumula-
tions of aggregates in layers that can act as hot spots
for foraging by zooplankton (and subsequently
higher trophic levels) in addition to bacterial remin-
eralization. For both zooplankton grazing and bacte-
rial activity, overlooking the impact of hot spots such
as aggregate layers may cause total water column
rates of these important processes to be significantly
underestimated.

Acknowledgements. We thank A. Brandt, J. Dresser and A.
Horne for their help with experimental work. Thanks to E.
Monbureau for her technical help. We thank 3 anonymous
reviewers whose comments greatly improved this manu-
script. This work is funded primarily by NSF CMG ARC-
1025523 and additionally by NSF DMS-1009750, NSF RTG
DMS-0943851, NSF RAPID CBET-1045653, NSF OCE-
0848703, and NSF GRFP DGE-0646083.

LITERATURE CITED

Abaid N, Adalsteinsson D, Agyapong A, McLaughlin RM
(2004) An internal splash:  levitation of falling spheres in
stratified fluids. Phys Fluids 16: 1567−1580

Alldredge AL (1972) Abandoned larvacean houses:  a unique
food source in the pelagic environment. Science 177: 
885−887

Alldredge AL, Crocker KM (1995) Why do sinking mucilage
aggregates accumulate in the water column? Sci Total
Environ 165: 15−22

Alldredge AL, Gotschalk C (1988) In situ settling behavior of
marine snow. Limnol Oceanogr 33: 339−351

Alldredge AL, Silver MW (1988) Characteristics, dynamics,
and significance of marine snow. Prog Oceanogr 20: 
41−82

Alldredge AL, Cowles TJ, MacIntyre S, Rines JEB and
 others (2002) Occurrence and mechanisms of formation

198

http://dx.doi.org/10.3354/meps233001
http://dx.doi.org/10.1016/0079-6611(88)90053-5
http://dx.doi.org/10.4319/lo.1988.33.3.0339
http://dx.doi.org/10.1016/0048-9697(95)04539-D
http://dx.doi.org/10.1126/science.177.4052.885
http://dx.doi.org/10.1063/1.1687685


Prairie et al.: Delayed settling of marine snow

of a dramatic thin layer of marine snow in a shallow
Pacific fjord. Mar Ecol Prog Ser 233: 1−12

Artolozaga I, Valcárcel M, Ayo B, Latatu A, Iriberri J (2002)
Grazing rates of bacterivorous protists inhabiting diverse
marine planktonic microenvironments. Limnol Oceanogr
47: 142−150

Batchelor GK (1967) An introduction to fluid dynamics.
Cambridge University Press, Cambridge

Benoit-Bird KJ, Cowles TJ, Wingard CE (2009) Edge
 gradients provide evidence of ecological interactions in
planktonic thin layers. Limnol Oceanogr 54: 1382−1392

Benoit-Bird KJ, Moline MA, Waluk CM, Robbins IC (2010)
Integrated measurements of acoustical and optical thin
layers I:  vertical scales of association. Cont Shelf Res 30: 
17−28

Birch DA, Young WR, Franks PJS (2008) Thin layers of
plankton:  formation by shear and death by diffusion.
Deep-Sea Res I 55: 277−295

Camassa R, Falcon C, Lin J, McLaughlin RM, Parker R
(2009) Prolonged residence times for particles settling
through stratified miscible fluids in the Stokes regime.
Phys Fluids 21: 031702

Camassa R, Falcon C, Lin J, McLaughlin RM, Mykins N
(2010) A first-principle predictive theory for a sphere
falling through sharply stratified fluid at low Rey -
nolds number. J Fluid Mech 664: 436−465, doi: 10.1017/
S0022112010003800

Cauwet G (2002) DOM in the coastal zone. In:  Hansell DA,
Carlson CA (eds) Biogeochemistry of marine dissolved
organic matter. Academic Press, New York, NY

Crump BC, Armbrust EV, Baross JA (1999) Phylogenetic
analysis of particle-attached and free-living bacterial com -
munities in the Columbia River, its estuary, and the adja-
cent coastal ocean. Appl Environ Microbiol 65: 3192−3204

Dekshenieks MM, Donaghay PL, Sullivan JM, Rines JEB,
Osborn TR, Twardowski MS (2001) Temporal and spatial
occurrence of thin phytoplankton layers in relation to
physical processes. Mar Ecol Prog Ser 223: 61−71

Derenbach JB, Astheimer H, Hansen HP, Leach H (1979)
Vertical microscale distribution of phytoplankton in rela-
tion to the thermocline. Mar Ecol Prog Ser 1: 187−193

Gargett AE, Merryfield WJ, Holloway G (2003) Direct
numerical simulation of differential scalar diffusion in
three-dimensional stratified turbulence. J Phys Oceanogr
33: 1758−1782

Green EP, Dagg MJ (1997) Mesozooplankton associations
with medium to large marine snow aggregates in the
northern Gulf of Mexico. J Plankton Res 19: 435−447

Grossart HP, Tang KW, Kiørboe T, Ploug H (2007) Compari-
son of cell-specific activity between free-living and
attached bacteria using isolates and natural assemblages.
FEMS Microbiol Lett 266: 194−200

Hedges JI, Oades JM (1997) Comparative organic geo-
chemistries of soils and marine sediments. Org Geochem
27: 319−361

Jackson GA (1994) Particle trajectories in a rotating cylin-
der:  implications for aggregation incubations. Deep-Sea
Res I 41: 429−437

Jackson GA, Kiørboe T (2004) Zooplankton use of chemode-
tection to find and eat particles. Mar Ecol Prog Ser 269: 
153−162

Jakobsen PJ, Johnsen GH (1987) Behavioural response of
the water flea Daphnia pulex to a gradient in food con-
centration. Anim Behav 35: 1891−1895

Kindler K, Khalili A, Stocker R (2010) Diffusion-limited

retention of porous particles at density interfaces. Proc
Natl Acad Sci USA 107: 22163−22168

Kiørboe T (2000) Colonization of marine snow aggregates by
invertebrate zooplankton:  abundance, scaling, and pos-
sible role. Limnol Oceanogr 45: 479−484

Kiørboe T (2011) How zooplankton feed:  mechanisms, traits
and trade-offs. Biol Rev Camb Philos Soc 86: 311−339

Kiørboe T, Jackson GA (2001) Marine snow, organic solute
plumes, and optimal sensory behavior of bacteria. Lim-
nol Oceanogr 46: 1309−1318

Kiørboe T, Ploug H, Thygesen UH (2001) Fluid motion and
solute distribution around sinking aggregates. I. Small-
scale fluxes and heterogeneity of nutrients in the pelagic
environment. Mar Ecol Prog Ser 211: 1−13

Kiørboe T, Grossart HP, Ploug H, Tang K (2002) Mechanisms
and rates of bacterial colonization of sinking aggregates.
Appl Environ Microbiol 68: 3996−4006

Lampitt RS, Wishner KF, Turley CM, Angel MV (1993) Mar-
ine snow studies in the Northeast Atlantic Ocean:  distri-
bution, composition and role as a food source for migrat-
ing plankton. Mar Biol 116: 689−702

LaRock PA, Lauer RD, Schwarz JR, Watanabe KK, Wiesen-
burg DA (1979) Microbial biomass and activity distribu-
tion in an anoxic, hypersaline basin. Appl Environ Micro-
biol 37: 466−470

MacIntyre S, Alldredge AL, Gotschalk CC (1995) Accumula-
tion of marine snow at density discontinuities in the
water column. Limnol Oceanogr 40: 449−468

McManus MA, Alldredge AL, Barnard AH, Boss E and
 others (2003) Characteristics, distributions, and persist-
ence of thin layers over a 48 hour period. Mar Ecol Prog
Ser 261: 1−19

Menden-Deuer S, Fredrickson K (2010) Structure-dependent,
protistan grazing and its implication for the formation,
maintenance and decline of phytoplankton patches. Mar
Ecol Prog Ser 420: 57−71

Menden-Deuer S, Grünbaum D (2006) Individual foraging
behaviors and population distributions of a planktonic
predator aggregating to phytoplankton thin layers.
 Limnol Oceanogr 51: 109−116

Ploug H, Passow U (2007) Direct measurement of diffusivity
within diatom aggregates containing transparent exo -
polymer particles. Limnol Oceanogr 52: 1−6

Ploug H, Iversen MH, Fischer G (2008) Ballast, sinking
velocity, and apparent diffusivity within marine snow
and zooplankton fecal pellets:  implications for substrate
turnover by attached bacteria. Limnol Oceanogr 53: 
1878−1886

Polymenakou PN, Stephanou EG, Tselepides A, Bertilsson S
(2007) Organic matter preservation and microbial com-
munity accumulations in deep-hypersaline anoxic basins.
Geomicrobiol J 24: 19−29

Prairie JC, Franks PJS, Jaffe JS (2010) Cryptic peaks:  in -
visible vertical structure in fluorescent particles revealed
using a planar laser imaging fluorometer. Limnol
Oceanogr 55: 1943−1958

Prairie JC, Franks PJS, Jaffe JS, Doubell MJ, Yamazaki H
(2011) Physical and biological controls of vertical gradi-
ents in phytoplankton. Limnol Oceanogr Fluids Environ
1: 75−90

Shanks AL (2002) The abundance, vertical flux, and still-
water and apparent sinking rates of marine snow in a
shallow coastal water column. Cont Shelf Res 22: 
2045−2064

Shanks AL, Edmondson EW (1989) Laboratory-made artifi-

199

http://dx.doi.org/10.1007/BF00541648
http://dx.doi.org/10.1016/S0278-4343(02)00015-8
http://dx.doi.org/10.1215/21573698-1267403
http://dx.doi.org/10.4319/lo.2010.55.5.1943
http://dx.doi.org/10.1080/01490450601134283
http://dx.doi.org/10.4319/lo.2008.53.5.1878
http://dx.doi.org/10.4319/lo.2007.52.1.0001
http://dx.doi.org/10.4319/lo.2006.51.1.0109
http://dx.doi.org/10.3354/meps08855
http://dx.doi.org/10.3354/meps261001
http://dx.doi.org/10.4319/lo.1995.40.3.0449
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16345355&dopt=Abstract
http://dx.doi.org/10.1007/BF00355486
http://dx.doi.org/10.1128/AEM.68.8.3996-4006.2002
http://dx.doi.org/10.3354/meps211001
http://dx.doi.org/10.4319/lo.2001.46.6.1309
http://dx.doi.org/10.1111/j.1469-185X.2010.00148.x
http://dx.doi.org/10.4319/lo.2000.45.2.0479
http://dx.doi.org/10.1073/pnas.1012319108
http://dx.doi.org/10.1016/S0003-3472(87)80082-9
http://dx.doi.org/10.3354/meps269153
http://dx.doi.org/10.1016/0967-0637(94)90089-2
http://dx.doi.org/10.1016/S0146-6380(97)00056-9
http://dx.doi.org/10.1111/j.1574-6968.2006.00520.x
http://dx.doi.org/10.1093/plankt/19.4.435
http://dx.doi.org/10.1175/2403.1
http://dx.doi.org/10.3354/meps001187
http://dx.doi.org/10.3354/meps223061
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10388721&dopt=Abstract
http://dx.doi.org/10.1017/S0022112010003800
http://dx.doi.org/10.1063/1.3094922
http://dx.doi.org/10.1016/j.dsr.2007.11.009
http://dx.doi.org/10.1016/j.csr.2009.08.001
http://dx.doi.org/10.4319/lo.2009.54.4.1382
http://dx.doi.org/10.4319/lo.2002.47.1.0142


Mar Ecol Prog Ser 487: 185–200, 2013

cial marine snow:  a biological model of the real thing.
Mar Biol 101: 463−470

Shanks AL, Walters K (1996) Feeding by a heterotrophic
dinoflagellate (Noctiluca scintillans) in marine snow.
Limnol Oceanogr 41: 177−181

Shanks AL, Walters K (1997) Holoplankton, meroplankton,
and meiofauna associated with marine snow. Mar Ecol
Prog Ser 156: 75−86

Simon M, Grossart HP, Schweitzer B, Ploug H (2002) Micro-
bial ecology of organic aggregates in aquatic ecosys-
tems. Aquat Microb Ecol 28: 175−211

Smith DC, Simon M, Alldredge AL, Azam F (1992) Intense
hydrolytic enzyme activity on marine aggregates and
implications for rapid particle dissolution. Nature 359: 
139−142

Srdi -Mitrovi AN, Mohamed NA, Fernando HJS (1999)
Gravitational settling of particles through density inter-
faces. J Fluid Mech 381: 175−198

Stacey MT, McManus MA, Steinbuck JV (2007) Conver-
gences and divergences and thin layer formation and
maintenance. Limnol Oceanogr 52: 1523−1532

Steinberg DK (1995) Diet of copepods (Scopalatum vorax)
associated with mesopelagic detritus (giant larvacean
houses) in Monterey Bay, California. Mar Biol 122: 
571−584

Stocker R, Seymour JR, Samadani A, Hunt DE, Polz MF

(2008) Rapid chemotactic response enables marine bac-
teria to exploit ephemeral microscale nutrient patches.
Proc Natl Acad Sci USA 105: 4209−4214

Tiselius P (1992) Behavior of Acartia tonsa in patchy food
environments. Limnol Oceanogr 37: 1640−1651

Tribovillard N, Bout-Roumazeilles V, Sionneau T, Serrano
JCM, Riboulleau A, Baudin F (2009) Does a strong
 pycnocline impact organic-matter preservation and
accumulation in an anoxic settling? The case of the Orca
Basin, Gulf of Mexico. CR Geoscience 341: 1−9

White FM (1974) Viscous fluid flow. McGraw-Hill, New
York, NY

Yick KY, Torres CR, Peacock T, Stocker R (2009) Enhanced
drag of a sphere settling in a stratified fluid at small
Reynolds numbers. J Fluid Mech 632: 49−68

Ziervogel K, Arnosti C (2008) Polysaccharide hydrolysis in
aggregates and free enzyme activity in aggregate-free
seawater from the north-eastern Gulf of Mexico. Environ
Microbiol 10: 289−299

Ziervogel K, Forster S (2005) Aggregation and sinking
behaviour of resuspended fluffy layer material. Cont
Shelf Res 25: 1853−1863

Ziervogel K, Steen AD, Arnosti C (2010) Changes in the
spectrum and rates of extracellular enzyme activities in
seawater following aggregate formation. Biogeosciences
7: 1007−1015

200

Submitted: July 2, 2012; Accepted: April 29, 2013 Proofs received from author(s): May 30, 2013

http://dx.doi.org/10.5194/bg-7-1007-2010
http://dx.doi.org/10.1016/j.csr.2005.06.008
http://dx.doi.org/10.1111/j.1462-2920.2007.01451.x
http://dx.doi.org/10.1017/S0022112009007332
http://dx.doi.org/10.4319/lo.1992.37.8.1640
http://dx.doi.org/10.1073/pnas.0709765105
http://dx.doi.org/10.1007/BF00350679
http://dx.doi.org/10.4319/lo.2007.52.4.1523
http://dx.doi.org/10.1017/S0022112098003590
http://dx.doi.org/10.1038/359139a0
http://dx.doi.org/10.3354/ame028175
http://dx.doi.org/10.3354/meps156075
http://dx.doi.org/10.4319/lo.1996.41.1.0177


MARINE ECOLOGY PROGRESS SERIES
Mar Ecol Prog Ser

Vol. 487: 201–215, 2013
doi: 10.3354/meps10462

Published July 30

INTRODUCTION

Biological hotspots are ecologically important
areas characterized by high biodiversity (species
richness, abundance, and biomass) and high chlo -
rophyll concentration (Hughes et al. 2002, Valava-
nis et al. 2004, Reese & Brodeur 2006). Georges
Bank exhibits both characteristics, with an nual
 primary productivity in the tidally mixed shoals
approaching 3 times the global mean value for
continental shelves (O’Reilly et al. 1987). The high
productivity on Georges Bank is caused by (1) the
nutrient-rich deep waters surrounding the bank,
(2) tidal mixing on the shoals incorporating the
deep water nutrients into the tidal-mixing front
zones, and (3) insignificant light limitation (Riley

1941, Horne et al. 1989, Franks & Chen 1996,
Townsend & Pettigrew 1997).

Circulation in the Gulf of Maine-Georges Bank
region is driven by a combination of local forcing
(winds, heat flux, precipitation/evaporation, tides,
and freshwater discharge from coastal rivers and
groundwater) and remote forcing from upstream
inflow and intrusion of Gulf Stream warm-core rings
(Loder 1980, Smith et al. 2001, Hu 2009). Tidal cur-
rents over Georges Bank can exceed 100 cm s−1 and
tidal rectification (interactions of tidal currents with
steep bottom topography and tidal mixing) generates
a permanent clockwise gyre around the bank (Fig. 1)
(Loder 1980). Tidal-mixing fronts on Georges Bank
are located around the 40 m isobaths on the northern
flank and intensified by the shelf-break front on the
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southern flank at the 100 m isobath in winter and the
40−50 m isobaths in summer. As a result of seasonal
intensification of tidal-mixing fronts, the clockwise
gyre is strengthened by increasing stratification in
late spring through summer (Chen et al. 1995) and
varies on monthly, seasonal, and interannual time
scales due to the fluctuation in river discharge and
winds (Brink et al. 1987, Limeburner & Beardsley
1996, Chen et al. 2001). The circulation system is
directly controlled by southward transport on the
Scotian Shelf and slope, which originates upstream
from the Labrador Sea and Arctic Ocean (Chapman
& Beardsley 1989). The interaction of the Gulf Stream-
associated warm and salty water and the cooler,
fresher Labrador slope water is a driver of the inter-
annual variability in the circulation in the Gulf of
Maine-Georges Bank region (Drinkwater & Gilbert
2004).

Recruitment of highly fecund marine fishes is de -
pendent on mortality through the egg and larval
stages, mediated by starvation, predation, and ad -
vection away from the nursery area (Hjort 1914,
Cushing 1974, Lasker 1975). Environmental varia -
bility in the key physical mechanisms that retain
plankton, eggs, and larvae (Townsend & Pettigrew
1996, Chen et al. 2001) has a pronounced influence
on fish recruitment during the early larval stages
(Bartsch & Coombs 2001, 2004). Circulation, water
temperature, and mixing can directly affect survival
by impacting the spatio-temporal interaction of prey,
predators, and settlement (Cushing 1974, Lasker
1975, Sale 1978).

Haddock Melanogrammus aeglefinus on Georges
Bank spawn in the spring, from February through
May (Smith & Morse 1985), releasing eggs near the
bottom (Hardy 1978, Page et al. 1989). Hatching
occurs after 15 to 21 d and exogenous feeding begins
5 to 7 d later (Hardy 1978, Page & Frank 1989). The
clockwise gyre around Georges Bank retains had-
dock larvae within their nursery area, with losses
transported towards the Mid-Atlantic Bight or en -
trained in the Gulf Stream warm core rings (Flierl &
Wroblewski 1985, Smith & Morse 1985, Polacheck et
al. 1992).

Recruitment into the Georges Bank haddock stock
averaged 87 million fish annually between 1994 and
2002, with the 2003 year-class (the largest on record)
exceeding 789 million age-1 re cruits (Brodziak et al.
2006). Recruitment success, the ratio of the number
of year-1 recruits to the previous year’s spawning
stock biomass (Churchill et al. 2011), fluctuates
widely between years (Fig. 2) and is de pendent on
starvation, predation, and advective transport on
Georges Bank. Strong year-classes of haddock are
 associated with circulation and retention on Georges
Bank (Colton & Temple 1961, Polacheck et al. 1992),
with shoalward transport to the nursery region
increasing with depth in the water column (Lough &
Bolz 1989, Werner et al. 1993). Wind stress en hances
circulation off-bank, reducing recruitment as wind
speed increases (Chase 1955, Lough et al. 1994, 2006,
Mountain et al. 2008).

Individual-based models (IBMs) in  corporate physi-
cal dynamics of the environment (circulation, ad vec -

tion, stratification, and turbulent
mixing) with individual- and co hort-
level processes during the early life
stages to infer relationships resolved
in the model to ob served patterns in
the field (Bartsch & Coombs 2004,
Tian et al. 2009). IBMs of cod and
haddock  larvae in the Gulf of Maine
have relied pri marily on climato -
logical circulation models, with vari-
ability in flow fields incorporated
through the addition of monthly-
averaged wind-driven forcing(Werner
et al. 1993, Brickman & Frank 2000).
However, circulation driven by cli-
matological mean surface forcing is
not representative of observed con-
ditions in the Gulf of Maine-Georges
Bank region, as wind stress and
fresh water input change dramati-
cally on short time scales (Miller
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Fig. 1. General circulation patterns in the Gulf of Maine. The prominent gyre
 circulation on Georges Bank, enhanced by stratification and tidal interaction, 

produces enhanced chlorophyll concentration and biological productivity
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1946, Hopkins & Raman 1987, Beardsley et al. 2003,
Hu 2009). With the availability of circulation models
capable of resolving interannual patterns, it is now
possible to assess bio-physical interactions within
and between years with increased accuracy.

Observational field ecology and modeling studies
indicate the importance of interannual variation in
circulation on the retention and survival of haddock
on Georges Bank or on transport to the Mid-Atlantic
Bight (Chase 1955, Polacheck et al. 1992, Lough et
al. 1994). The purpose of the present study was to
examine how interannual variation in the circulation
of Georges Bank im pacted on the distribution and
retention of haddock larvae spawned on the North-
east Peak annually from 1995 through 2009. Our
work follows an earlier study of larval haddock trans-
port on Georges Bank (Werner et al. 1993) where
particles were released on the Northeast Peak to
determine the impact of advective transport on re -
tention and  settlement under climatological flow
fields. Here we extend that analysis to include multi-
ple years and investigate the impact of vertical turbu-
lence in the water column with an advanced circula-
tion model.

METHODS

Circulation model

The physical environment was represented using
the prognostic free-surface, 3-dimensional (3D)
 primitive equation unstructured-grid, Finite-Volume
Community Ocean Model (FVCOM) (Chen et al.
2006, 2007, 2011). The structure of this model is
described in detail in Chen et al. (2011), and key
components related to the current study are briefly

provided. As a finite-volume model, FVCOM solves
the governing equations in unstructured triangular
volumes with a second-order accurate discrete flux
scheme, resulting in more accurate representations
of mass, momentum, heat, and salinity conservation
(Chen et al. 2011). An unstructured triangular grid
is used in the horizontal dimension, with  terrain-
following coordinates in the vertical. Vertical vis -
cosity was computed using the Mellor and Yamada
level-2.5 turbulence closure model (Mellor & Ya -
mada 1982) and the horizontal diffusion coefficient
was determined using the Smagorinsky turbulent
closure scheme (Smagorinsky 1963).

Two versions of the Gulf of Maine-FVCOM (GoM-
FVCOM) are utilized in this study. The GoM1-
FVCOM was configured for the Gulf of Maine with a
cutoff at a depth of 300 m off the shelf break. This
model was driven by local forcing including: (1) tides
(constructed at the open boundary using 5 tidal
 constituents: M2, S2, N2, K1, and O1), (2) sea surface
interactions (wind stress, net heat flux plus short-
wave irradiance, atmospheric pressure gradient, and
 precipitation/evaporation), and (3) freshwater dis-
charges from the major coastal rivers of the Gulf of
Maine. The computational domain encompasses the
Gulf of Maine-Georges Bank region, bounded by the
Scotian Shelf to the northeast and the New England
Shelf to the southwest (Fig. 3). The domain was
arranged by an unstructured triangular grid with a
horizontal resolution varying from ~0.5−1.0 km in the
tidal-mixing front on Georges Bank to ~10 km near
the open boundary. Vertical resolution was divided
into 31 levels, providing a variable depth per layer
ranging from ~1.5 m over the top of the Bank to 10 m
offshore of the continental shelf where the bathy -
metry was truncated to 300 m. The second version,
GoM3-FVCOM, was configured as a global-regional
nested model system with the same local forcing as
GoM1-FVCOM, but the open boundary is specified
using the output of the global FVCOM hindcast
model simulation (Sun et al. 2013). This nested model
system uses the real ocean bathymetry without a
depth cutoff at the shelf break. The computational
domain is extended to the south with coverage to
Cape Hatteras, North Carolina, a horizontal resolu-
tion up to 0.3−0.5 km at the shelf break of Georges
Bank and a total of 41 levels in the vertical.

Both GoM1-FVCOM and GoM3-FVCOM predic -
ted 3D fields of water temperature, currents, and ver-
tical viscosity, which were used to drive the IBM. The
GoM1-FVCOM output provided physical forcing
for simulations of interannual variability in retention
caused primarily by local drivers of circulation for
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Fig. 2. Estimates of recruitment success of the Georges Bank
haddock stock. Recruitment success (R/SSB) is the ratio of
age-1 recruits (R, ind.) for a given year to the spawning stock 

biomass (SSB, kg) of the previous year
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1995−2009. GoM3-FVCOM simulated the combined
influence of local and remote drivers, but model out-
put was only available for the 1997 and 1998 forcing
fields. Use of the 2 circulation models enabled com-
parison of local and remote forcing on the transport-
retention dynamics of haddock eggs and larvae on
Georges Bank.

Individual-based model

The IBM is described following the ‘Overview,
Design Concepts, and Details’ (ODD) protocol of
Grimm et al. (2006).

Purpose: A spatially-explicit individual-based
model was developed to simulate the passive trans-
port-retention dynamics experienced by haddock
eggs and larvae from spawning until juvenile settle-

ment on Georges Bank. The IBM was designed to
track the impacts of the dynamic physical environ-
ment in the absence of larval behavior.

State variables & scales: No biological state vari-
ables were included for the tracking of passive parti-
cles. We assumed that all individuals have no swim-
ming ability or biological attributes, which may be
appropriate only for the first 30 d (Auditore et al.
1994).

Process overview & scheduling: Individuals were
advected throughout the domain by the 3D circulation
fields from FVCOM and tracked by the Lagrangian
particle tracking algorithm. No foraging, growth, be-
havior or mortality processes were included.

Design concepts: Individual haddock eggs were
released on the spawning grounds and tracked for
the 90 d duration of their pelagic phases. Passive
individuals were transported by a 3D Lagrangian
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Fig. 3. Domain and mesh grid of the first Gulf of Maine Finite Volume Community Ocean Model (GoM1-FVCOM). The high 
resolution on Georges Bank enables greater replication of local dynamics



Boucher et al.: Transport-retention dynamics in larval haddock

flow. Passive individuals were utilized to elucidate
the impact of interannual variability in circulation on
transport in the absence of biological mediation.

Model data: For each time step (1 h), the particle
position and depth, as well as temperature, salinity,
and density at each particle location were updated.
The recorded information for all individuals was
combined to derive properties and characteristics at
the population level.

Initialization: The IBM was initialized at the
spawning of haddock on Georges Bank. Spawning
events were simulated to occur over a 7 d period,
released with a normal distribution in time. The nor-
mal distribution function of Tian et al. (2009) is used:

(1)

where ei(t) is the number of eggs spawned by the ith
individual female adult at the time t, N is the total
number of females, Se is the total numbers of eggs
spawned by each individual adult in a spawning sea-
son, t0 is the start time of spawning, tM is the maxi-
mum spawning time, and σ is the standard deviation.

Spawning location was based on a prior modeling
study (Werner et al. 1993), with spawning period
inferred from analyses of large-scale sampling pro-
grams (Smith & Morse 1985, Sibunka et al. 2006).
The median spawning date was set to March 29 for
each year, with particles released from a grid on the
Northeast Peak of Georges Bank. Particles were
released at 1, 10, 30, and 50 m depths and tracked for
90 d, to account for the egg and larval stages of had-
dock up to settlement (Werner et al. 1993, Brickman
2003). Successful retention and settlement occurred
if individuals remained within the 100 m isobaths
and east of the Great South Channel (68.86° W) by
the end of the simulation.

Input: The 3D flow fields, water temperature, ver -
tical eddy viscosity, horizontal mixing coefficients,
and upwelling index were generated by the GoM-
FVCOM models.

Model assumptions: It was necessary to make
some assumptions in order to use the physical model
output and the biological data. It was assumed that
no behavior capable of altering the position of the lar-
vae was possible. While this may not be valid over
the entire period of development, it was necessary to
assume this to determine the variability that the envi-
ronment alone can impart to the retention of eggs
and larvae. It was also assumed that circulation on
Georges Bank was accurately represented by the
offline model velocity fields produced by FVCOM
(see Chen et al. 2011 for details).

Submodels

The movement of individuals was controlled by a
3D Lagrangian flow, with the option to include ver -
tical shear turbulence through the random walk
 formulation of Visser (1997) (adapted from Li et al.
unpubl.):

(2)

where and are the locations of
the nth individual at times t and t –Δt; �ν is the 3D
velocity vector; R is a random process with mean
(R2 = 0) and standard deviation (R2 = r), Km is the
maximum diffusivity during the time interval, and
R(Km) is the vertical random walk distance moved
during the time interval (Δt). The advective distance
was calculated by a modified 4th-order Runge-Kutta
time-stepping scheme (Chen et al. 2003). A vertical
random walk was simulated  following the Visser
(1997) differential equation with a time step of δt.
Where n̂ is the random walk time step at time t –Δt,
the vertical location of the nth individual caused by
the random walk after δt is computed by:

(3)

where K ’mδt = δKm�δz, r is a random process with
mean = 0, and σz is the standard deviation. Assuming
that r represents a uniform distribution between +1
and −1, σz = 1/3. The random walk generator re -
quires δt to be much smaller than Δt (the Lagrangian
integral time scale) to prevent an unrealistic aggre-
gation of individuals (Chen et al. 2003). In the pres-
ent study, Δt = 120 s, and δt = 6 s, so that

, where is the vertical location
of the nth individual at t –Δt.

Simulation experiments

An experiment was conducted to examine how
spatial and temporal variability of the environment
affects transport and potential settlement of larvae
interannually, as an extension to the climatological
results of Werner et al. (1993), who suggested that
interannual variability in larval distributions and cir-
culation would produce variable losses from Georges
Bank. Individuals were simulated to drift for 90 d
after spawning in each experiment. A 2-dimensional
(2D) model was utilized to determine the impact of
fixed depth on the advection of larvae around
Georges Bank. Next, a 3D tracking simulation was
performed to simulate vertical dispersal in the water
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column due to bio-physical interactions. Persistence
at depth will alter particle dispersal patterns and
retention, requiring 3D advection of individuals. Two
physical conditions were compared: (1) advection
from the FVCOM circulation fields and (2) advection
with the inclusion of vertical turbulence. Physical
dynamics of a high and a low retention year were
then compared to elucidate the components of the
environment that may contribute to successful year-
classes of haddock on Georges Bank. The impor-
tance of remote forcing on retention was tested using
the GoM3-FVCOM forcing for 1997 and 1998 as test
cases with (1) 2D, (2) 3D, and (3) 3D with vertical tur-
bulence, scenarios.

Recruitment is a complex process involving spawn-
ing dynamics (spawning stock biomass, fecundity,
and nutritional state) as well as losses of the early life
history stages (Hjort 1914, Cushing 1974, Lasker
1975). Small, almost imperceptible changes in larval
growth or mortality rates can drastically alter recruit-
ment, making prediction difficult and unreliable
(Rothschild 1986, Beyer 1989). In an attempt to relate
retention rates to prediction of recruitment, model
retention rates were compared to recruitment suc-
cess of the Georges Bank haddock stock (Churchill et
al. 2011, NFSC 2012).

RESULTS

Interannual variability in larval haddock retention
occurred in the 2D, 3D, and 3D with vertical turbu-
lence, simulations (Fig. 4). Similar trends were ob -
tained from the 3 scenarios, with lowest retention in

1997 and 1998 and highest retention in 2000, 2003,
and 2004. Mean retention between the 3 scenarios
exhibited high variability within a year, ranging from
a 24% difference in 2008 to 4% in 2009 (Fig. 4).

2D tracking

A pattern of increased retention with increasing
release depth was observed for all years in this study.
Highest retention occurred for individuals con-
strained to the 50 m depth, and lowest for individuals
at 1 m. After 30 d, retention of individuals released at
1 m ranged from 0.25% in 1997 to 92.97% in 1995;
while retention exceeded 90% for all years when
individuals were retained at 50 m. By Day 90, reten-
tion at 1 m was less than 1% in 8 of the years and had
decreased to 21.88% in 1995. In contrast, the lowest
retention at 50 m was 18.03% in 1998 and the highest
was 96.32% in 2000. These results are consistent
with climatological modeling studies (Werner et al.
1993, Lough et al. 1994), where higher retention oc -
curred when particles were released at 30 m or
deeper.

3D tracking

The pattern of increased retention for individuals
released at 30 m or deeper was also observed in the
3D simulations, with dispersal throughout the water
column impacting transport speed and direction.
Retention of individuals released at 1 m after 90 d
ranged from 0.00% (1997) to 24.60% (1995), while
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Fig. 4. Comparison of depth-averaged annual retention rates on Georges Bank after 90 d determined from GoM1-FVCOM
simulations of 2-dimensional (2D) advection, 3-dimensional (3D) advection, and 3D advection with vertical turbulence
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retention of individuals released at the 50 m depth
ranged from 16.61% (1997) to 76.28% (2000).

3D tracking with vertical turbulence

The highly energetic environment and substantial
vertical mixing of Georges Bank necessitated the
inclusion of an artificial turbulence formulation to ap -
proximate non-linearity in the vertical dispersion of
the system. When turbulence was included, the re -
lease depth had a negligible impact on retention
compared to the 2D or 3D simulations. After 90 d,
retention was lowest in 1997, ranging from 1.98% for
individuals released at 1 m to 1.41% for individuals
released at 50 m. Highest retention occurred in 2003,
ranging from 61.26% at 1 m to 61.75% at 50 m.

Utilizing the 3D tracking with vertical turbulence,
substantial interannual variability in the spatial dis-
tribution and retention of haddock eggs and larvae
occurred on Georges Bank from 1995 to 2009 (Fig. 5).
Highest retention within the 100 m isobath occurred
in 1995, 2000, 2003, 2004 and 2008. During these
years, decreased velocity of the gyre resulted in re -
duced transport off of Georges Bank. The reduced
circulation increased transport to the shoals in these
years as well, with greater than 40% occurring
within the 60 m isobath (shoals) after 90 d. The depth-
distribution of individuals indicated that 43 to 54% of
all individuals retained on Georges Bank occurred
in the upper 20 m of the water column at the end of
the simulation.

Depth-dependent transport (2D/3D) in 2003 pro-
duced high retention of individuals released at the 30
and 50 m depths, with a primary loss route to the
Mid-Atlantic Bight. Additional losses off the edges of
the Bank were due to the ‘leaky’ gyre in 2003 (Fig. S1
in the Supplement at www.int-res.com/ articles/ suppl/
m487 p201_ supp. pdf). With vertical turbulence, a
greater number of individuals are recirculated around
the bank and advected toward the shoals. Lowest
retention occurred in 1997, with less than 2% of indi-
viduals retained on Georges Bank. Spawning at 50 m
and persistence in water 50 m or deeper increased
the potential for individuals to be retained (Fig. S2 in
the Supplement).

Local and remote forcing

The IBM was updated with GoM3-FVCOM physi-
cal forcing for 1997 and 1998 to provide a comparison
of the contribution of local and remote forcing on

retention. Both years produced low retention esti-
mates with GoM1-FVCOM, which increased with
the addition of remote forcing. Retention from the
3D tracking with vertical turbulence simulations in -
creased from 1.72 to 15.45% for 1997 (Fig. S3 in
the Supplement), while retention in 1998 increased
from 1.08% with GoM1-FVCOM to over 31.02%
with GoM3-FVCOM (Fig. 6). Greater retention in
1998 with GoM3-FVCOM physical forcing occurred
at all depths as a result of changes in current direc-
tion and speed compared to GoM1-FVCOM (Fig. S4
in the Supplement).

Comparison to recruitment

Increased recruitment success appeared weakly
related to increased retention over the period 1995
to 2009 (Table 1). The 2003 recruitment event for
Georges Bank haddock exhibited the highest recruit-
ment success and model retention rates. Although
retention in 2003 exceeded all other years in this
study, comparable estimates were obtained for 2000
and 2004, which did not exhibit comparably large
recruitment events. The 4 yr with highest retention
were 2003, 2000, 2004, and 2008 (61.97, 58.89, 54.37,
and 47.99%, respectively), while the highest recruit-
ment success occurred in 2003, 2000, 1998, and 1997
(3.46, 1.23, 0.97, and 0.54, respectively). The 2 yr with
highest recruitment success also exhibited high model
retention, but there is a disconnection be tween
retention rate and recruitment success in most years.

DISCUSSION

IBMs of haddock larvae on Georges Bank have not
reexamined the impact of currents and advection on
the retention of individuals since the study of Werner
et al. (1993), even though substantial progress in cir-
culation models has occurred. The general pattern of
increased retention with increasing depth established
by Werner et al. (1993) was reproduced in the pres-
ent study with both the GoM1-FVCOM and GoM3-
FVCOM physical models. Although their results indi-
cate that a directional swimming capability signifi-
cantly enhanced shoalward displacement of larvae,
the model-predicted circulation processes on Georges
Bank produced a similar response for passive larvae,
which varied substantially between years (Fig. 5).

The use of a turbulent formulation has become
standard practice for IBMs simulating foraging of fish
larvae (see Werner et al. 1996, 2001, Vikebo et al.

http://www.int-res.com/articles/suppl/m487p201_supp.pdf
http://www.int-res.com/articles/suppl/m487p201_supp.pdf
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Fig. 5. Simulated depth-averaged distribution of particles 90 d after release during March on the Northeast Peak of Georges
Bank,  from 1995 through 2009, with GoM1-FVCOM physical forcing. Slower gyre circulation in 1995, 2000, 2003, and 2004 

results in increased particle retention on Georges Bank and settlement to the shoals
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2005, Kristiansen et al. 2007), but the impact of verti-
cal diffusion on depth-dependent transport has not
been analyzed in detail for Georges Bank, where dis-
placement may be out of the control of small, pelagic
organisms. The potential for buoyancy and vertical
behavior to alter the vertical displacement of individ-
uals on Georges Bank was not included in this study
and requires additional investigation.

Anatomy of high versus low retention years

The 3 general pathways for the transport of larvae
around Georges Bank consist of transport from the
Northeast Peak: (1) recirculated around the Bank, (2)
advected over the Great South Channel and onto the
Mid-Atlantic Bight, or (3) advected into the North
Atlantic or interior Gulf of Maine region due to a
‘leaky’ gyre. Interannual variability in the circulation
of the Gulf of Maine-Georges Bank region caused
retention rates and distributions to differ substan-
tially between years, with patterns common to high
and low retention years emerging. One year of high
(2003) and low (1997) retention are compared here.

The disparity in retention between 1997 and 2003
is a result of the advective dynamics in the environ-
ment. The physical processes of 1997 and 2003 dif-
fered substantially in circulation patterns and veloc-
ity, frontal system dynamics, and stratification. In
1997, surface currents exhibited increased velocities
recirculating around the gyre at the shelf break and
southwest over the Great South Channel (Fig. 7A−C).
Currents on the southwest of the gyre were insuffi-
cient to recirculate eggs and larvae around Georges
Bank, resulting in increased advective losses. In com-
parison, the surface currents in 2003 were reduced,
decreasing the transport speed of individuals around
the gyre (Fig. 7D−F). The slow meandering of the
current reduced advective losses to the Mid-Atlantic
Bight, and increased transport to the shoals.
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            Retention rates (%)          Recruitment success

1995                     46.92                                    0.47
1996                     23.45                                    0.33
1997                     15.45                                    0.54
1998                     31.02                                    0.97
1999                     15.24                                    0.20
2000                     58.89                                    1.23
2001                     42.36                                    0.06
2002                     22.77                                    0.03
2003                     61.97                                    3.46
2004                     54.37                                    0.07
2005                     23.86                                    0.23
2006                     16.01                                    0.03
2007                     16.76                                    0.04
2008                     47.99                                    0.02
2009                     24.91                                    0.04

Table 1. Comparison of age-1 recruitment success of the
Georges Bank haddock stock with model-generated reten-
tion rate (%) estimates for 1995 through 2009. Highest 

recruitment success and retention occurred in 2003

Fig. 6. Comparison of the retention of haddock larvae on Georges Bank in 1998 after 90 d, with  (A−D) local forcing  (GoM1-
FVCOM) and (E−H) combined local and remote forcing (GoM3-FVCOM) at (A,E) 1 m, (B,F) 10 m, (C,G) 30 m, and (D,H) 50 m 

release depths simulated with vertical turbulence
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Tidal-mixing and shelf-break fronts serve as barri-
ers, entraining eggs and larvae within the Georges
Bank gyre and reducing advective losses, but vary in
intensity and location on seasonal and interannual
scales (Townsend & Pettigrew 1996, Chen et al. 2003).
The gyre functions as a corral to retain individuals on
Georges Bank in most years, but variability in water
mass density, current speed, and wind intensity
impact the dynamics of the shelf-break and tidal-
mixing fronts.

Spatially and temporally reduced intensity of the
fronts around Georges Bank produces a ‘leaky’ gyre
with substantial losses, caused by currents and
wind events. In 1997, the frontal dynamics exhibited
ex tensive spatial and temporal distributions around
Georges Bank, creating a persistent horseshoe-
shaped barrier open to the southwest (Fig. 8). The
fronts corralled individuals within the gyre, limiting
losses off the edges; however, reduced frontal distri-
bution and intensity at the Great South Channel
enabled advection of larvae onto the Mid-Atlantic
Bight. Diminished frontal dynamics in 2003 created a
‘leaky’ gyre, with losses off the edges of Georges
Bank to the North Atlantic and interior Gulf of
Maine, but increased intensity of the fronts in the

Great South Channel provided greater recirculation
than in 1997.

Variability in the fronts between years is directly
impacted by gyre circulation. Current speed and
direction on Georges Bank are influenced by winds,
runoff, and flow from the Arctic, but locally the clock-
wise gyre around Georges Bank is enhanced by
stratification and tidal rectification (Loder & Wright
1985, Chen et al. 1995). Onset and intensification of
stratification in 1997 and 2003 differed substantially
(Fig. 9). In 1997 stratification developed by May,
intensifying gyre circulation; while in 2003 stratifica-
tion was delayed until June. Increased intensities of
the gyre velocities, tidal rectification, and tidal-mix-
ing fronts in 1997 generated a pathway to quickly
transport individuals onto the Mid-Atlantic Bight.
Slower currents, increased frontal formation in the
Great South Channel, and delayed onset of stratifica-
tion resulted in a meandering, leaky gyre with in -
creased retention of larval haddock on Georges Bank
during the spring of 2003.

The inability of the retention estimates to reflect
large recruitment events can be attributed to the
dynamic nature of recruitment. Retention estimates
in 2000 and 2003 were the highest obtained from the
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Fig. 7. Comparison of monthly-averaged surface currents on Georges Bank in (A−C) 1997 and (D−F) 2003 in (A,D) April, (B,E) 
May, and (C,F) June with GoM1-FVCOM physical forcing
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simulations and coincided with the 2 highest recruit-
ment success values. Retention in 2004 was only
4.52% lower than in 2000, but had low recruitment
success. The larger recruitment events may be attrib-
uted in part to circulation patterns allowing the lar-
vae and their prey to remain on Georges Bank, but
reduced predation or enhanced foraging and growth
may provide the key mechanism to understanding
survival rates of anomalously large events.

From spawning until juvenile settlement, haddock
on Georges Bank experience a highly dynamic envi-
ronment with limited control over dispersal or trans-
port to nursery areas (Lough & Bolz 1989). The pri-
mary factor influencing retention was the circulation
speed of the gyre. Retention was low in years with
high flow rates throughout the Gulf of Maine and
around Georges Bank, increasing as circulation
intensity decreased. Inflow over the Scotian Shelf
and slope increased flow rates throughout the coastal
Gulf of Maine and intensified recirculation around
Georges Bank. The dominance of large-scale pro-
cesses persists over the 15 yr period, with tidal inter-
action, stratification, and tidal rectification further

altering the intensity of the gyre. A combination of
circulation, vertical mixing, and the onset of stratifi-
cation created an ‘optimal environmental window’
(Cury & Roy 1989) for retention, with the timing and
duration highly variable between years.

Influence of remote forcing

The flow fields generated by the GoM1-FVCOM
for 1998 do not accurately reflect observations from
the region. The lack of association between our re -
ten tion estimates and haddock recruitment in this
year is consistent with results for a lower trophic level
from a food web model by Tian et al. (unpubl.), who
reported that the model-predicted chlorophyll a
 concentration showed a significant bias to observed
values on Georges Bank.

The GoM1-FVCOM is an early version of FVCOM
for the Gulf of Maine, which did not include transport
input from the upstream shelf and slope regions
 connected to the Labrador Sea and Arctic Ocean.
The Gulf of Maine exhibited a large salinity anomaly
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Fig. 8. Comparison of monthly-averaged frontal systems on Georges Bank in (A−C) 1997 and (D−F) 2003, in (A,D) April, (B,E)
May, and (C,F) June, with GoM1-FVCOM physical forcing. Frontal systems are determined as the ratio (color scale) of shear 

dispersion in the surface layer and bottom layer of the circulation model
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in 1998, with significant influence by water transport
from the upstream region. Failure of the GoM1-
FVCOM to produce a retention estimate comparable
to recruitment in 1998 was assumed to be due to the
exclusion of remote forcing. The GoM1-FVCOM cir-
culation exhibited strong currents flowing from the
northeast, enhancing the gyre around the bank and
flowing over the Great South Channel, while the
GoM3-FVCOM circulation exhibited decreased flow
over the Scotian Shelf, reduced current speed over
the Northeast Channel, and increased recirculation
of the gyre around the shoal region of Georges Bank
(Fig. S4 in the Supplement). We hypothesized that
the low retention estimate for 1997 would not in -
crease substantially with the addition of remote forc-
ing, as recruitment estimates for that year were the
lowest of the study period (NFSC 2012). It was as -
sumed that the GoM1-FVCOM circulation accurately
represented the dynamics for 1997, while remote
forcing was inaccurately represented for 1998.

The low retention estimates obtained for 1997 and
1998 with the GoM1-FVCOM were increased when
the GoM3-FVCOM forcing was implemented

(Figs. S1 & S3 in the Supplement). The influence of
remote forcing on transport to the shoals of Georges
Bank appears to vary by year, increasing by 13.73%
in 1997 and 29.94% in 1998. Interannual variability
in the model occurs through 2 primary components:
(1) local (winds, precipitation/evaporation, heat flux,
freshwater discharge) and (2) remote (inflow from
the boundaries). GoM1-FVCOM includes local forc-
ing and limited remote forcing over the Scotian Shelf,
but lacks flow over the slope. The increased retention
estimates for both 1997 and 1998 indicate that inclu-
sion of remote forcing in the Gulf of Maine is neces-
sary for interpreting transport-retention dynamics,
with slope water interaction essential in some years.
The dynamic nature of remote forcing may have a
positive effect on haddock retention, but further
study is necessary to determine if this trend persists
be tween additional years. Circulation models that
rely primarily on local forcing may neglect important
sources of variability for the Gulf of Maine-Georges
Bank region, making them insufficient for studies
involving large-scale dynamics such as climate
change.
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Fig. 9. Comparison of monthly-averaged stratification on Georges Bank in (A−C) 1997 and (D−F) 2003, in (A,D) April, (B,E)
May, and (C,F) June, with GoM1-FVCOM physical forcing. Stratification is determined as the ratio (color scale) of water 

density in the sur-face layer and bottom layer of the circulation model



Boucher et al.: Transport-retention dynamics in larval haddock

CONCLUSIONS

The retention of a cohort is altered by dynamic
interactions with the physical environment on multi-
ple spatial and temporal scales, with eggs and larvae
subjected to highly variable winds, currents, temper-
atures, and resulting transport velocities. Individuals
residing lower in the water column, where the influ-
ence of wind-driven transport declines, were more
likely to be retained on Georges Bank. However, the
depth of spawning does not have a substantial influ-
ence on vertical distribution over the entire pelagic
duration, when individuals encounter intense verti-
cal mixing on Georges Bank. Development of swim-
ming behaviors by larvae over ontogeny may not be
necessary for substantial shoalward transport in all
years, but provides an essential mechanism when
strong off-bank transport exists in the upper water
column.

In all years the majority of advective losses from the
nursery area occurred over the Great South Channel,
with retention dependent upon recirculation around
the southern flank of Georges Bank. The intensity
and distribution of the tidal-mixing and shelf-break
fronts comprised the primary regulating factor for
retention. Increased retention occurred in years
when the fronts formed earlier in the Great South
Channel and recirculating currents persisted on the
southern flank. Greater advection off-bank was pre-
dominant when fronts were absent or minimal in the
Great South Channel and strong advective currents
off of the southern flank occurred.

Inflow of colder, fresher waters from the Arctic over
the Scotian Shelf and slope influence current velocity
and water mass density in the Gulf of Maine, directly
impacting the onset of stratification and formation of
frontal systems around Georges Bank. Circulation
models capable of resolving time-varying remote
forcing in the Gulf of Maine region are essential for
studies of transport-retention dynamics on Georges
Bank and should be considered for future studies
involving IBMs.
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INTRODUCTION

Japanese sardine Sardinops melanostictus are
known to undergo drastic and multi-decadal stock
fluctuations (e.g. Ito 1961, Yasuda et al. 1999). The
largest landing of sardine in Japan was 4.49 million
tons in 1988; in contrast, the catch in recent years
has been <1% of this amount. Watanabe et al. (1995)
attributed this drastic fluctuation in stock to large

recruitment variability, especially with regards to
the survival rate from the end of first-feeding larvae
to age-1.

Recruitment variability has been attributed to dif-
ferences in the physical environment and associated
ecosystem in the Kuroshio system, where sardines
spawn and their larvae are distributed. Noto & Ya -
suda (1999, 2003) reported a relationship be tween
sardine mortality and winter/spring sea-surface
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ABSTRACT: Recruitment of Japanese sardine Sardinops melanostictus is related to interannual
variability in the winter mixed layer depth (MLD) near the Kuroshio axis (line of maximum cur-
rent), possible because MLD may influence the feeding environment of sardine larvae through
phytoplankton productivity. However, a relationship between the winter MLD and phytoplankton
productivity has not been shown. Particle release experiments with quasi-observed current fields
from ocean reanalysis products and satellite-observed phytoplankton (chlorophyll a) density from
1998 to 2006 showed that deeper waters of the winter mixed layer flowing 0° to 0.5° north of the
Kuroshio axis led to a greater bloom in the subsequent spring, although such a relationship was
not detected south of the Kuroshio axis. By using the output of a 3-dimensional, high-resolution
lower trophic level ecosystem model that reproduced the MLD−phytoplankton relationship, we
found that entrainment of deeper nutrient-rich subsurface water leads to abundant nutrients in the
early spring and enhances the subsequent spring bloom along the northern side of the Kuroshio
axis. On the southern side, where mode water develops in winter, the deeper winter mixed layer
does not necessarily contain higher nutrient contents, because nutrient vertical profiles often have
inversions. These results support the hypothesis that sardine larvae that are distributed in the
deeper winter mixed layer north of the Kuroshio axis (called the Kuroshio frontal zone) encounter
a higher phytoplankton density, which yields favorable feeding conditions, resulting in recruit-
ment success.
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temperature (SST) in the Kuroshio Extension (KE)
and its southern recirculation area (KESA; 30° to
35° N, 145° to 180° E). Takasuka et al. (2007) re -
ported an optimal temperature of 16.2°C for the
growth rates of  sardine larvae, suggesting the im -
portance of environmental temperature. Nishikawa
& Yasuda (2008) reported significant negative corre-
lations between mortality and the winter mixed
layer depth (MLD) in regions of the KE and sug-
gested the importance of spring feeding conditions,
which may be controlled by the wintertime entrain-
ment of subsurface nutrients. Takahashi et al. (2008,
2009) re ported that interannual variations in the
growth rates of early stage juveniles corresponded
to recruitment variability in the low-stock period of
1996 to 2003.

More recently, Nishikawa et al. (2011) pointed out
that sardine recruitment variability is related to the
winter MLD and winter/spring SST near the Kuro -
shio axis (‘axis’ being defined as the positions repre-
senting the maximum current speed at each degree
longitude), where sardine eggs were mainly spawned
in the high-stock period of 1980 to 1994. Winter SST
and MLD variability near the Kuroshio axis are
caused by variability in the velocity of the Kuroshio
jet and local atmospheric cooling, and are well corre-
lated with SST in the KESA (Nishikawa & Yasuda
2011). By performing numerical analyses of egg
release based on spawning data from observations,
Nishikawa et al. (2013) confirmed the dense distri -
bution of sardine larvae near the Kuroshio axis and
suggested that the environmental factors and trans-
port routes critical to recruitment variability are the
 winter MLD and winter/spring SST
from 0.5° south to 1° north of the
Kuroshio axis, in both the high- and
low-stock periods from 1978 to 2004.
The winter MLD−recruitment rela-
tionship near the Kuroshio axis (Nishi -
kawa & Yasuda 2008, Nishikawa et
al. 2011, 2013) needs further study
because no  evidence exists to show
that the relationship be tween the
winter MLD and phytoplankton den-
sity in fluences the feeding environ-
ment of sardine larvae. Nishikawa &
Yasuda (2008) have, however, hypo -
thesized, based on a simplified eco-
system model, that the spring bloom
may be enhanced by entrainment of
deeper subsurface water. 

Nutrient, phytoplankton and zoo-
plankton distributions and hydro -

graphy are considerably different north and south of
the Kuroshio axis (Kawai 1972, Nakata et al. 1995,
2004, Sukigara et al. 2011). For example, satellite
data show a high density of chlorophyll a (chl a)
along the northern side of the Kuroshio axis (Fig. 1),
indicating its potential importance for sardine re -
cruitment. On the northern side (or coastal side south
of Japan) of the Kuroshio axis, the pycnocline and
nutricline are shallow, at a depth of about 100 m,
and wintertime convective mixing entrains abundant
sub surface nutrients. In contrast, on the southern
(offshore) side of the Kuroshio axis, the  pycnocline
and nutricline are much deeper, down to 400 m
depth, and the vertically uniform North Pacific
 Subtropical Mode Water (e.g. Masuzawa 1969) is
 distributed here. Along the southern edge of the
Kuroshio axis, a narrow band of the warmest and
least dense water in the area exists (referred to as the
maximum temperature band; Kawai 1972). Thus,
since the hydrographic structure is more complicated
on the southern side of the Kuroshio axis than on the
northern side, nutrient vertical profiles may also be
more complicated. With respect to the processes
of nutrient supply along the Kuroshio, Chu & Kuo
(2010) examined the pumping and advection of nu -
trients due to eddies associated with propagating
Rossby waves in the KE. Yamazaki et al. (2009)
 suggested that enhanced vertical mixing along the
Kuroshio over the Izu Ridge is a possible source of
summertime nutrients in the KE.

Temporal variability in the winter/spring MLD and
phytoplankton density around the Kuroshio, which
we are also interested in, has previously been re -
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Fig. 1. Chlorophyll a density off the coast of Japan in April 2004 (SeaWiFS
data). The black curve represents the Kuroshio axis (Marine Information
 Research Center 2007), based on observed sea-surface temperature (SST), 

sea-surface height (SSH) and surface velocity
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ported for the interannual variability of the MLD in
the KESA (Yasuda et al. 2000) and for the relation
between the winter MLD and spring chl a on the
southern side of the Kuroshio axis south of Japan
(Limsakul et al. 2001) and in the KESA (Nishikawa &
Yasuda 2008). A MLD and chl a time-series in the
KESA has been recorded using a float that drifted in
the surface mixed layer for 1.5 yr (Yasuda & Watan-
abe 2007). However, these studies were not sufficient
to resolve the cross-frontal structure of the Kuroshio.

In the present study, we examined the relationship
between the winter MLD and phytoplankton density
by using hydrographic reanalysis data and satellite
observations of chl a, and compared the winter MLD
and chl a density in winter and spring along the
transport routes of sardine eggs and larvae from the
Kuroshio south of Japan in winter to the KE area. We
then also performed similar MLD−phytoplankton
analyses with an ecosystem model, confirming that
the model captured the observed relationship be -
tween MLD and phytoplankton density. We then
tried to establish the specific processes and underly-
ing mechanisms behind the relationship by using the
model’s output data.

MATERIALS AND METHODS

MLD and chl a observations

We used chl a data gathered by a SeaWiFS (sea-
viewing wide field-of-view sensor, NASA) satellite
between 1998 and 2006 (the period when satellite-
derived chl a data were available), to examine the
relationship between winter MLD and winter/spring
phytoplankton density. The data used were standard
mapped image products (Level-3), with 9 km hori-
zontal and monthly  resolutions. For quasi-observa-
tional environmental data of the MLD and ocean cur-
rents, FRA-JCOPE (Miyazawa et al. 2008) velocity
and temperature data were used. FRA-JCOPE is an
ocean general circulation model (OGCM) based on
JCOPE (Japan Coastal Ocean Predictability Experi-
ment, operated by the Frontier Research Center for
Global Change of JAMSTEC), which is operated by
the Fish eries Research Agency (FRA). FRA-JCOPE
assi milates satellite sea-surface height (SSH), SST
and hydrographic data from the Global Temperature−
Salinity Profile Program (GTSPP) and has 1/12° ×
1/12° horizontal and daily resolutions. The FRA-
JCOPE model output best  represents conditions near
Japan. We define MLD as the depth at which temper-
ature is 0.5°C lower than at the surface.

Eddy-resolving coupled physical−biological model

To determine the underlying processes behind the
MLD–phytoplankton relationship, we used the out-
put of an eddy-resolving coupled physical−biologi-
cal model (Sasai et al. 2006, 2010) for the period
from 2001 to 2007. The physical model is the ocean
general  circulation model for the earth simulator
(OFES) (Masumoto et al. 2004, Sasaki et al. 2008),
which is based on the Geophysical Fluid Dynamics
Laboratory’s modular ocean model (MOM3) (Paca -
nowski & Griffies 2000). The horizontal resolution is
0.1°. There are 54 vertical levels with varying dis-
tances between the levels, from 5 m at the surface
to 330 m at the maximum depth of 6065 m. After the
physical fields have been spun up for 50 yr under
monthly mean climatological data from NCEP/
NCAR (National Centers for Atmospheric Predic-
tion/ National Center for Atmospheric Research),
OFES is forced by the daily mean NCEP/ NCAR
reanalysis data (Kalnay et al. 1996) for 48 yr from
1950 to 1998. The last day of 1998 is used for the ini-
tial physical fields in this simulation.

The marine ecosystem model is a simple nitrogen-
based NPZD (nitrogen, phytoplankton, zooplankton
and detritus) pelagic model (Oschlies 2001). The
 evolution of any biological tracer concentration is
governed by an advection−diffusion equation with
source and sink terms. The source and sink terms
represent the ecosystem dynamics (Sasai et al. 2006,
2010). The phytoplankton growth rate depends on
the light intensity, nitrate concentration and temper-
ature (Eppley 1972). The light intensity is given by
the NCEP/NCAR shortwave radiation. The initial
nitrate field is taken from the climatological dataset
(WOA98). The coupled physical−biological model is
forced by the daily mean surface wind stress data of
Quick Scatterometer (QSCAT) and the atmospheric
daily mean data (heat and salinity fluxes) of the
NCEP/NCAR reanalysis data (1999 to 2007): these
are initialized from a 5 yr spin up of the biological
model under the monthly mean climatological forcing
of NCEP, following a 98 yr integration of the physical
model.

We used 3 d snapshot output of the coupled physi-
cal−biological model. The 3 d interval data were
interpolated into 20 min intervals for particle track-
ing. The simulated phytoplankton density (mmol m−3)
was converted to chl a density using a ratio of 1.59 g
chl a mol−1 nitrogen (e.g. Oschlies 2001).

In this physical−biological model, the Kuroshio
path variability was not necessarily realistic, be -
cause no oceanic observational data were assimi-
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lated. Since the MLD and its variability near the
Kuroshio axis are strongly influenced by velocity and
local atmospheric forcing (Nishikawa & Yasuda
2011), model reproduction of year-to-year MLD vari-
ability near the Kuroshio axis is not complete due to
the unrealistic Kuroshio path variability in this
model. This might cause the winter MLD difference
be tween the model and observations. However, we
believe that it is worthwhile to further explore the
relationship between the winter MLD and spring
phytoplankton in the model, because the model
enables us to examine specific processes connecting
winter MLD and spring phytoplankton by providing
time-series data on nutrients, whereas observational
field data are quite limited.

Another issue is that the phytoplankton in this
model tends to be overestimated in comparison to
the observed values near the Kuroshio axis. Since
hydro graphy, nutrients and, thus, phytoplankton
change considerably across the Kuroshio axis and
are influenced by various com plicated processes,
such as horizontal and vertical  advections and mix-
ing as well as nitrate fixation, nitrification and
atmospheric deposition, accurate determinations of
nutrients and phytoplankton are quite  difficult to
achieve. Furthermore, since this global coupled
physical−biological model considers each bio-geo-
chemical parameter as spatially uniform rather than
spatially variable depending on the location in the
Kuroshio region (Sasai et al. 2006, 2010), it is
 difficult to accurately reproduce all of the variables
in this complicated region.

Particle tracking experiment

We released particles to simulate sardine eggs and
larvae on the FRA-JCOPE and coupled physical−
biological model velocity fields. Particles were re -
leased in sardine spawning grounds in the Kuro shio,
south of Japan, in the areas from 130° to 140° E and
from the coast to 1.5° south of the Kuroshio axis, at
0.2° latitude and longitude intervals. Since the
spawning of the Japanese sardine Sardinops mela -
nostictus is greatest in February (Nishikawa et al.
2013), particles were released on 15 February in each
year from 1998 to 2006 for the FRA-JCOPE and from
2001 to 2007 for the coupled physical−biological
model. For the FRA-JCOPE, MLD and chl a were
recorded along particle trajectories from Days 0 to
75. For the  coupled physical−biological model, nitrate
concentrations were also recorded to better under-
stand phytoplankton variation.

Particles were released at the shallow depth of
2.5 m, because particle distribution is not sensitive to
release depth (Nishikawa et al. 2013) in a range from
the surface to 50 m, where sardine eggs and larvae
are mainly observed (Konishi 1980). Since correla-
tions between sardine recruitment and transport
 environment were found for larvae that were distri -
buted near the Kuroshio axis and transported to the
KE east of 142° E (Nishikawa et al. 2013), we selected
particles that were distributed within the area from
1.5° south to 1.5° north of the Kuroshio axis and
reaching east of 142° E by Day 75. These particles
were divided into 2 groups (GR1 and GR2, to the
north and south of the Kuroshio axis, respectively;
Fig. 2) and further subdivided into 6 subgroups at 0.5°
intervals (GR1a to GR1c and GR2a to GR2c; Table 1).
Correlation analyses were performed among mean
environmental parameters (MLD and nitrate) and
chl a/phytoplankton density for each transport route.

Fig. 3 shows an example of particle tracking in the
FRA-JCOPE case for particles along the GR1c route
(Table 1) that were released on 15 February 2005 and
were transported along the route 0° to 0.5° north of
the Kuroshio axis and to the KE east of 142° E. We
show 3 snapshots of particle locations on 15 Febru-
ary, 15 March and 15 April. Almost all the particles
appeared in the KE east of 142° E by 15 April.

Phytoplankton and nitrate balance analysis in the
ecosystem model

The temporal variation in phytoplankton density
and source−sink terms in the surface mixed layer
were evaluated by following particle drift in the sur-
face current. The time change rate of vertically uni-
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Fig. 2. Representative sardine transport routes: GR1 and
GR2. Each route is further subdivided across the Kuroshio
axis in 0.5° intervals of latitudinal distance relative to the 

Kuroshio axis
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form phytoplankton in the surface mixed layer was
approximated as:

         (1)

where P is the phytoplankton averaged in the mixed
layer and d/dt is the Lagrangian time derivative fol-
lowing the particle surface velocity. The natural mor-
tality term consists of the specific mortality (or recy-
cling) rate (from phytoplankton to nitrate) and the
quadratic mortality rate (from phytoplankton to detri-
tus) (Sasai et al. 2006, 2010). Underestimation of pri-
mary production in the standard NPZD model is
resolved by adding a rapid recycling path from simu-
lated phytoplankton back to the nitrate compart-
ment. To restrict the overestimation of primary pro-

duction in oligotrophic re gions,
phytoplankton loss to the detritus
compartment was changed from a
linear function of phytoplankton
concentration to a quadratic func-
tion (Oschlies 2001).

The temporal change of MLD-
 integrated nitrate per unit area is
determined by the 4 following fac-
tors in the model. First is the en-
trainment of subsurface water with
a generally higher nitrate concen-
tration. This depends on vertical
mixing and mixed layer deepening
and is here referred to as ‘EN’. Al-
though entrainment decreases phy -
to plankton density (fourth term of
right hand side in Eq. 1), due to the
dilution of entrained water with
less phytoplankton, entrainment in-

creases nitrate concentration. Second is the decompo-
sition of organic matter: detritus, zooplankton and
phytoplankton. This is independent of the MLD and
is referred to as ‘DN’. The third factor in the model is
the consumption of nitrate due to up take during pho -
tosynthesis. The fourth factor is the loss of nitrate in
the period of mixed layer shoaling, although nitrate
con centration in the mixed layer is unchanged.

RESULTS

Relationship between MLD and chl a/phytoplank-
ton near the Kuroshio axis

Results of the correlation ana lysis for winter (de -
fined in the present study as 15 February to 31 March)

d
d

photosynthesis–grazing–

natural mortality

P
t

=
––entrainment
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FRA-JCOPE (1998−2006) OFES (2001−2007)
wMLD/sCHL wMLD/wCHL wMLD/sPHY wMLD/wNTR wNTR/sPHY wMLD/wPHY

GR1a 1.0−1.5° 0.22 (0.60)a −0.54 (0.17)a 0.13 (0.78) 0.51 (0.24) 0.84 (0.02)** −0.89 (<0.01)**
GR1b 0.5−1.0° 0.45 (0.22) −0.33 (0.39) 0.31 (0.50) −0.12 (0.65) 0.61 (0.15) −0.88 (<0.01)**
GR1c 0.0−0.5° 0.67 (0.05)** −0.19 (0.63) 0.73 (0.06)* 0.66 (0.11) 0.72 (0.07)* 0.23 (0.62)

GR2a 0.0−0.5° −0.13 (0.75)a 0.21 (0.62)a −0.60 (0.15) −0.44 (0.32) 0.94 (<0.01)** −0.77 (0.04)**
GR2b 0.5−1.0° 0.17 (0.66) −0.38 (0.31) −0.28 (0.54) −0.19 (0.68) 0.98 (<0.01)** −0.49 (0.26)
GR2c 1.0−1.5° −0.22 (0.57) −0.31 (0.42) −0.54 (0.21) −0.35 (0.44) 0.80 (0.03)** −0.73 (0.06)*
aNo particle was detected on the route in 2002

Table 1. Pearson correlations among winter (15 February to 31 March) mixed layer depth (wMLD), spring (1 to 30 April) chl a
density (sCHL) or phytoplankton density (sPHY), winter nitrate concentration (wNTR) and winter chl a density (wCHL) or
phytoplankton density (wPHY) for 9 yr of observed data (1998 to 2006) and for 7 yr of model data (2001 to 2007) along 6 trans-
port routes (GR1a to GR1c and GR2a to GR2c) from 1.5° north to 1.5° south of the Kuroshio axis (at 0.5° intervals). GR1 and GR2
are north and south of the Kuroshio axis, respectively. p-values given in parentheses. See Figs. 4 & 5 for details on observed 

and modeled data, respectively, for routes GR1c and GR2a. *0.05 < p < 0.1, **p ≤ 0.05

Fig. 3. Location of particles that were released on 15 February 2005 and trans-
ported along the route 0° to 0.5° north of the Kuroshio axis and to the Kuroshio
 Extension east of 142° E (corresponding to GR1c in Table 1) superimposed on
FRA-JCOPE velocity field data for 15 April (shading). (h) Locations on 15 Febru-
ary  (denoting starting spawning grounds along the GR1c route); (d) 15 March; 

and (n) on 15 April
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MLD, spring (1 to 30 April) chl a/phytoplankton den-
sity, winter nitrate concentration and winter phyto-
plankton density, along the 6 larval transport routes,
are summarized in Table 1.

Significant positive correlation (r = 0.67, p = 0.05,
n = 9) was only detected for the route 0° to 0.5° north
of the Kuroshio axis (GR1c) between mean winter
MLD and mean spring chl a (Table 1). Correlation for
the transport route 0.5° to 1.0° north of the Kuroshio
axis (GR1b) (r = 0.45, p = 0.22, n = 9) was positive. A
scatter plot between winter MLD and spring chl a is
depicted in Fig. 4a for the GR1c route. For the MLD of
80 to 120 m, chl a ranged from ~0.45 to 0.65 mg m−3.

For the routes south of the Kuroshio axis, no signif-
icant correlations were detected between observed
winter MLD and spring chl a. A scatter plot between
observed winter MLD and spring chl a for the GR2a
route (0° to 0.5° south of the Kuroshio axis) is de -
picted in Fig. 4c; MLD and chl a ranged from 120 to
140 m and 0.35 to 0.56 mg m−3, respectively.

For the observed winter MLD and winter chl a,
 correlations were mostly negative, ex cept along the
GR2a route (Table 1, Fig. 4d); in years with a deeper
winter mixed layer, winter chl a tended to be lower.
The scatter plots for GR1c (Fig. 4b) in -
dicate that winter chl a ranged from
0.24 to 0.31 mg m−3 for the winter MLD of
80 to 120 m. For GR2a (Fig. 4d), winter
chl a ranged from 0.23 to 0.32 mg m−3 for
the winter MLD of 120 to 140 m.

In the model, a positive correlation be -
tween winter MLD and spring phyto-
plankton density was detected along
routes GR1b (r = 0.31, p = 0.5, n = 7) and
GR1c (r = 0.73, p = 0.06, n = 7) (Table 1).
For GR1c, both observations and the model
indicated that spring chl a/phytoplankton
tends to be higher in years of large winter
MLD. The scatter plot for the GR1c model
(Fig. 5a) indicated that, for an MLD of 60
to 110 m, phytoplankton ranged from 0.55
to 0.85 mg m−3. The phytoplankton in the
model was greater than that observed
(Fig. 4a). In the model route GR1c, positive
correlations were detected be tween win-
ter MLD and winter nitrate concentration
(r = 0.66, p = 0.1, n = 7; Fig. 5b) and
between winter nitrate concentration and
spring phytoplankton (r = 0.72, p = 0.07,
n = 7; Fig. 5c).

Along the routes south of the Kuroshio
axis (GR2), correlations were negative
between model winter MLD and spring

phytoplankton (Table 1, Fig. 5e), in contrast with the
GR1c route. This is because while the spring phyto-
plankton depends on the winter nitrate (Fig. 5g), the
deep mixed layer does not necessarily entrain more
nitrate in winter (Fig. 5f). For the model relationship
be tween winter MLD and winter phytoplankton,
negative correlations were mostly significant, except
for GR1c, because of light limitation due to a deeper
mixed layer in winter.

Although the year of large winter MLD and high
spring chl a/phytoplankton did not completely agree
for the GR1c between observations and the model,
positive cor relations were detected between winter
MLD and spring chl a/phytoplankton in both the
observations (r = 0.67; Table 1) and the model (r =
0.73). The top 4 years in terms of MLD (i.e. the years
with the largest MLD) were 2004, 2001, 2000 and
2005 in the observations, while the top years in the
model were 2005, 2003, 2004 and 2002 (Figs. 4a &
5a). This discrepancy in MLDs between the observa-
tions and model may also have caused the spring
chl a/ phytoplankton  density difference; the 4 years
of greatest spring chl a/phytoplankton density were
2004, 2005, 2000 and 2002 in the observations,
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Fig. 4. Observed data (1998 to 2006) on (a) winter mixed layer depth
(wMLD; m) versus spring chl a density (mg m−3), with the regression line
shown, and (b) wMLD versus winter chl a density, both for the GR1c route
(0° to 0.5° north of the Kuroshio axis); and (c) wMLD versus spring chl a
density and (d) wMLD versus winter chl a density, both for the GR2a route
(0° to 0.5° south of the Kuroshio axis). Numerals denote years; error bars: 

95% confidence intervals (1.96 × standard error)
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whereas they were 2003, 2001, 2002 and 2005
in the model.

Processes north of the Kuroshio axis

Here we examined time-series of physical
and biological properties to better understand
the processes behind the relationships among
the MLD, nitrate and phytoplankton along the
GR1c route, with a positive correlation be tween
winter MLD and spring chl a/phytoplankton
(Figs. 4a & 5a). We examined the 2 contrasting
years of 2005 and 2006. The year 2005 repre-
sented a large winter MLD and a high spring
phytoplankton density, and the year 2006
showed the opposite trend.

Winter MLDs averaged from 15 February to
31 March were 112.5 m in 2005 and 62.1 m in
2006 (Fig. 6a). Spring (from 1 to 30 April) MLDs
were 76.2 m in 2005 and 85.2 m in 2006. Fig. 6b
shows time-series of phytoplankton averaged
for the mixed layer.

While spring-averaged phytoplankton in
2005 (0.71 mg m−3) was higher than that in
2006 (0.54 mg m−3) (Fig. 6b), the phytoplankton
values on 12 March in 2005 and 2006 were
almost the same—0.46 mg m−3 in 2005 and
0.48 mg m−3 in 2006. The increase of phyto-
plankton due to photosynthesis from 12 March
to 30 April (time-integration of the first term on
the right hand side of Eq. 1) was estimated at
8.02 mg m−3 in 2005 and 5.81 mg m−3 in 2006.
The decrease in phytoplankton from 12 March
to 30 April by grazing was 4.63 mg m−3 in 2005
and 3.35 mg m−3 in 2006, the decrease by natu-
ral mortality was 2.30 and 1.76 mg m−3, and the
decrease by entrainment was 0.96 and 0.69 mg
m−3, respectively. Because all terms on the
right hand side of Eq. 1 in Eq. (1) in 2005 were
higher than those in 2006, photo synthesis was
the only component that yielded a higher
phytoplankton density in 2005.

Photosynthesis in the mixed layer depends
on nitrate concentration and light intensity in
the mixed layer. Because spring mean MLDs
were almost the same in 2005 and 2006 (76.2 m
in 2005 and 85.2 m in 2006), spring MLD was
not a primary cause of the photosynthesis dif-
ference. Instead, the greater winter MLD in
2005 than in 2006 caused a higher ni trate
level (Fig. 7a) and more active photosynthesis
(Fig. 6b) in 2005.
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Fig. 5. Modeled data (2001 to 2007) for (a–d) the GR1c route (0° to 0.5°
north of the Kuroshio axis) and (e–h) the GR2a route (0 to 0.5° south of
the Kuroshio axis). (a,e) Winter mixed layer depth (wMLD; m) and
spring phytoplankton (mg m–3), (b,f) wMLD and winter nitrate concen-
tration (mmol N m–3), (c,g) winter nitrate and spring phytoplankton,
and (d,h) wMLD and winter phytoplankton. Regression lines are dis-
played in Panels a–c, g and h, with correlations of >90% confidence
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The next question was why the nitrate concentra-
tion was higher in 2005 than in 2006. The nitrate
balance from winter to spring in both years is shown
in Table 2. At the beginning of particle tracking on
15 February, there was little difference between the
nitrate inventory (nitrate integrated in the mixed
layer per unit area) in 2005 and in 2006 (Table 2a).
During the winter (15 February to 31 March) of
2005, the total supply of ni trate was twice as high as
that during the winter of 2006 (Table 2b). This dif-
ference was mainly caused not by decomposition of
organic matter (DN) but by the nitrate supplied by
mixed layer deepening (EN). EN was several times
larger than DN and was the main source of the
nitrate supply (Fig. 7b,c). Since EN depended on the
MLD, wintertime entrainment of nitrate in 2005 was
greater than in 2006, corresponding to a greater
winter MLD (112.5 m) in 2005 than in 2006 (62.1 m)
(Fig. 6a).

Nitrate consumed during photosynthesis in winter
(Table 2c) and nitrate loss by mixed layer shoaling in
winter (Table 2d) were higher in 2005 than in 2006;
however, the residual nitrate concen tration was
higher by 116.6 mmol N m−2 in 2005, because of a
more abundant nitrate supply during winter due to
the deeper mixed layer in 2005. Differences in nitrate
between 2005 and 2006, in the mixed layer on 15
February (Table 2a), and in the nitrate supplies by
entrainment (Table 2b) and de composition (Table 2c)
during winter were 24.7, 190.2 and 31.7 mmol N m−2,
respectively. Thus, most of the difference in the re -
sidual nitrate at the end of the winter was explained
by the nitrate supply due to entrainment, that is, due
to the winter MLD.

There was little difference between nitrate supply
in spring (1 to 30 April) in 2005 and in 2006 (Table 2f).
Also, loss of nitrate by mixed layer shoaling in spring
in both years was similar (Table 2h). The nitrate that
can be used for spring photosynthesis was residual
nitrate at the end of the winter + spring nitrate supply
− loss of nitrate by mixed layer  shoaling in spring:
321.6 mmol N m−2 in 2005 and 199.8 mmol N m−2 in
2006 (Table 2i). Because the difference between 2005
and 2006 in spring nitrate supply was relatively
minor, the total difference (121.8 mmol N m−2) be -
tween 2005 and 2006 was predominantly caused by
the difference in residual nitrate at the end of the
winter in each year (116.6 mmol N m−2; Table 2e).

Nitrate consumed by spring photosynthesis was
270.9 mmol N m−2 in 2005 and 196.0 mmol N m−2

in 2006 (Table 2g). Thus, the winter nitrate supply,
especially the nitrate supply caused by the deepen-
ing of the winter mixed layer, determined the spring
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Fig. 6. (a) Mixed layer depth (MLD), (b) phytoplankton
 averaged in the mixed layer for the GR1c route, and (c–f)
source or sink terms for phytoplankton in Eq. (1): (c) phyto-
plankton growth rate by photosynthesis, (d) grazing rate by
zooplankton, (e) natural mortality rate and (f) dilution rate
by vertical en trainment. Each rate is estimated on a chl a

basis (mg m−3 d−1)
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nitrate concentration and phytoplankton abundance
in the model. A similar relationship be tween the
 winter nitrate supply through mixed layer deepening
and spring photosynthesis was also seen for other
years (Table 2b,g). The 3 years of the most winter
entrainment were 2002, 2003 and 2005; these corre-
sponded to the 3 years of greatest spring consump-
tion during photosynthesis (Table 2b,g). These were
also deep winter mixed layer years (Fig. 5a).

When we compared mean nitrate distributions in
the model on the northern side of the Kuroshio axis
between February and April (Fig. 8), the nitrate con-
centration in the mixed layer was much higher in
February than in April; this is because phytoplankton
consumes nitrate in the mixed layer in spring.

Processes south of the Kuroshio axis

In the GR2 routes, where particles are transported
on the southern side of the Kuroshio axis, spring
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Fig. 7. (a) Nitrate concentration averaged in the surface mixed
layer and the rate of nitrate supply (in mmol N m−2 d−1) to the
mixed layer for the GR1c route by (b) entrainment and (c) de-

composition of organic matter in the ecosystem model
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phytoplankton densities were not necessarily high in
years of a deep winter mixed layer (Table 1). On the
other hand, significant positive correlations were
detected between winter nitrate and spring chl a/
phytoplankton (Table 1). Along the GR2 routes, a
deeper winter mixed layer did not always lead to a
higher winter nitrate concentration.

Fig. 9 represents the time-series of MLD and
nitrate concentration along the GR2a route (0° to 0.5°
south of the Kuroshio axis) in 2005 and 2006. 2005
(2006) is the year when the winter mixed layer was
deep (shallow). Although the winter mean MLD in
2005 (181 m) was much greater than in 2006 (76 m)
(Fig. 9a), the winter mean nitrate concentration in
2005 (0.25 mmol N m−3) was not as high as in 2006
(0.44 mmol N m−3) (Fig. 9b); this was unlike the situ-
ation along route GR1c on the northern side of the
Kuroshio axis (Fig. 7a).

The independence of nitrate concentration from
MLD is shown in the area where nitrate-poor water
was distributed below the surface mixed layer. Fig.
10a depicts the modeled vertical cross-section of ni-
trate in February 2005. A vertical inversion of nitrate
concentration was seen at the depth of 130 to 170 m at
31.4° N on the southern side of the Kuroshio axis.
During such an inversion, mixed layer deepening is
expected to entrain nitrate-poor water and to reduce
the nitrate concentration in the surface mixed layer.

Such vertical inversions of nitrate concentration
(represented by the occurrence rate of a nitrate min-
imum layer just below the surface mixed layer, based
on the eddy-resolving coupled physical−biological
model) frequently occur on the southern side of the
Kuroshio axis, whereas they rarely occur on the
northern side (Fig. 11). While the rate was <10% in

the waters 0 to 3° north of the Kuroshio axis (GR1),
the rate was 15 to 20% on the southern side (GR2).
Thus, a deeper winter mixed layer did not always
lead to higher nitrate concentrations in the surface
mixed layer along the GR2 in the model.

Nitrate vertical inversions were actually observed
on the southern side of the Kuroshio axis. A nitrate
inversion was seen at around 100 m depth from 29.5°
to 32.5° N (Fig. 10b). As for the modeled data, obser-
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Fig. 8. Mean vertical sections of nitrate across the Kuroshio axis along 142° E in (a) February and (b) April, according to the
ecosystem model. Average distance (°) from the Kuroshio axis is given for 2001 to 2007; the positive (negative) numbers denote 

north (south) of the axis. White line: mixed layer depth

Fig. 9. (a) Mixed layer depth (MLD; m) and (b) nitrate con-
centration averaged in the surface mixed layer, and the rate
of nitrate supply (in mmol N m−2 d−1) to the mixed layer for 

the GR2a route (0° to 0.5° south of the Kuroshio axis)
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vational data analysis did not detect correlations
between spring phytoplankton and winter MLD
along the GR2 either (Table 1).

DISCUSSION

Positive correlations were detected between winter
MLD and spring phytoplankton density in the water
mass that is transported by the Kuroshio along the
route 0° to 0.5° north of the Kuroshio axis in both the
observations from 1998 to 2006 and the ecosystem
model for 2001 to 2007, where the deeper winter
mixed layer entrains higher nitrate concentrations, re-
sulting in enhancement of the spring phytoplankton
bloom. The route 0° to 0.5° north of the Kuroshio axis
and to the KE was a main transport route of sardine
larvae, and there were significant positive correlations
between MLD and sardine recruitment during the pe-
riod from 1978 to 1994 (Nishikawa et al. 2013). Espe-
cially, the regime shift of the mixed layer from deep to
shallow in 1988 might have caused the sudden de-
crease of sardine stock (Yasuda et al. 2000, Nishikawa
& Yasuda 2008, 2011, Nishikawa et al. 2011, 2013).
Combination of the these previous studies and our re-
sults, and the positive correlation between MLD and
phytoplankton density give an important implication
for sardine stock variation. Since copepod eggs and
 nauplii are the main food source of sardine larvae
(Nakata et al. 1995), low spring chl a, corresponding
to a shallow winter mixed layer, might worsen the
feeding conditions for sardine larvae; this is because
the relationship between chl a and nauplius density is

not linear (Dr. Tohru Ikeya pers. comm. in 2010), and
egg production stops at a chl a density lower than a
certain threshold value; in the case of Calanus sinicus,
for example, eggs are produced when the chl a
density is >0.5 mg m−3 (Uye & Murase 1997). Along
the route 0° to 0.5° north of the Kuroshio axis, the
mean (from 1998 to 2006) observed spring chl a den-
sity was 0.56 mg m−3. But the density was <0.5 mg m−3

in shallow mixed layer years, 1999 and 2006 (Fig. 4a),
when sardine recruitment was also low (Fisheries
Agency and Fisheries Research Agency of Japan
2007). The shallow winter mixed layer (<100 m) 0° to
0.5° north of the Kuroshio axis may thus have caused
unfavorable feeding conditions for sardine larvae and
decreased recruitment from 1988 to 1990. Nishikawa
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Fig. 10. Vertical cross-sections of nitrate according to the (a) ecosystem model from 31° to 32° N along 133° E on 20 February
2005 and for (b) observations from 29° to 34° N along 137° E in winter 2010 during the Ryofu Maru cruise (Japan Meteorologi-
cal Agency 2010). Broken lines denote the Kuroshio axis. Since the grid interval is different between the model (0.1°) and 

observations (0.5°), the latitudinal ranges differ between (a) and (b)

Fig. 11. Frequency (in percent) of the model grids with the
nitrate minimum layer just below the surface mixed layer
from 130° to 160°E around the Kuroshio axis in March. The
positive (negative) numbers denote north (south) of the 

Kuroshio axis
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et al. (2011) showed that the mean February MLD
0° to 0.5° north of the Kuroshio axis and from 130° to
160°E from 1988 to 1990 was 77 m, whereas it was
109 m from 1980 to 1987 accor ding to OFES data.

In observations, positive correlations were also
seen between winter MLD and spring chl a of the
water mass along the transport route 0.5° to 1° north
of the Kuroshio axis. Since MLDs that larvae experi-
ence along this route are positively correlated with
sardine recruitment (Nishikawa et al. 2011, 2013),
MLD variation on this route might also affect the sur-
vival of sar dine larvae through feeding conditions.
These 2 areas 0° to 1° north of the Kuroshio axis with
positive correlations between winter MLD and spring
chl a are the main larval transport routes. More than
15% of total larvae are distributed here (Nishikawa
et al. 2013). These large proportions of the larval dis-
tribution suggest the importance of the winter MLD
along these 2 routes for sardine recruitment.

Considering our findings that winter MLD varia-
tions do not necessarily lead to spring phytoplankton
variability, winter MLD variations south of the Ku ro -
shio axis may not be a dominant factor contributing
to recruitment variability, although Nishi kawa et al.
(2011, 2013) reported significant positive correlations
just south of the Kuroshio axis, where a significant
amount of  larvae are transported.

The shallow mixed layer near the Kuroshio axis at
the end of the 1980s was caused primarily by acceler-
ation of the Kuroshio jet and the re duction of surface
cooling (Nishikawa & Yasuda 2011). The strong cur-
rent velocity reduces the time during which the
mixed layer is exposed to wintertime cooling. As a
result, the winter mixed layer does not deepen. These
climate changes also cause a high SST (Nishi kawa &

Yasuda 2011). High SST in 1988 co-
occurring with a shallow mixed layer
could have a negative influence on lar-
vae and recruitment. Larval growth rate
is highest at 16.2°C (Takasuka et al.
2007). However, the SST that larvae
experienced along the GR1c route from
1988 to 1992 was 17 to 18°C, 0.5°C
higher than in the early 1980s (Nishi -
kawa et al. 2012).

The synergetic effects of feeding and
environ mental temperature changes
could affect larval survival. Fig. 12 illus-
trates our hypothesis that climatic vari-
ability induces sardine stock collapse.
Sardine spawning grounds are formed
from the coasts south of Japan to the Ku -
ro shio axis. Eggs and larvae are trans-

ported by the Kuroshio near the Kuroshio axis, and,
as observed, large portions are transported to the
Kuroshio Extension (Sugisaki 1996, Kinoshita 1998).
Here we hypo thesize that im portant factors affecting
sardine re cruitment variability through feeding con-
ditions may be limited by winter MLD variability 0°
to 1° north of the Kuroshio axis, the area usually
regarded as Kuroshio frontal zone. The winter MLD
variability is caused by variability of local wind cool-
ing and the Kuroshio jet velocity.
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INTRODUCTION

Hurricanes cause catastrophic changes to coastal
marine ecosystems. Strong winds, large amounts of
precipitation, and storm surge can greatly alter the
physical structure of existing shorelines and barrier
islands. Water chemistry can be dramatically altered
for weeks following a storm due to changes in salin-
ity, resuspension of large volumes of sediments and

nutrients (Allison et al. 2005, Dreyer et al. 2005), and
large increases in contaminant input (e.g. chemicals,
sewage, fuels, and pesticides; Burkholder et al. 2004,
Bassos-Hull & Wells 2007). Subsequent increases in
total nitrogen and phosphorus from contaminant
loadings can lead to hypoxic environments (Burk-
holder et al. 2004, Bassos-Hull & Wells 2007), causing
short-term changes in prey distribution and avail-
ability (Stevens et al. 2006, Tomasko et al. 2006) and,
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ABSTRACT: Acute catastrophic events, such as hurricanes, have various degrees of impact on
marine mammal populations. Although changes in environmental conditions of affected areas
have been examined for many storms, little attention has been given to the ecological effects on
top-level predators. A longitudinal study on bottlenose dolphin Tursiops truncatus behavior and
distribution in Mississippi Sound has been ongoing since 2003, allowing the unique opportunity to
examine the impacts of the passage of Hurricane Katrina on this coastal dolphin population.
 Previous research showed an increase in reproductive rates within this population following Hur-
ricane Katrina, most likely due to an increase in prey density following the sharp decline in com-
mercial fishing efforts. In this paper, the frequency and distribution of dolphin foraging encoun-
ters in Mississippi Sound were examined from 2003 to 2009, revealing both short- and potentially
long-term effects on dolphin foraging patterns following the hurricane. A pulse in dolphin forag-
ing encounters was observed, which increased by ~15% in the 2 yr following the hurricane before
returning to pre-Katrina levels. Statistically significant hot spots were identified through the use
of the Getis-Ord Gi* hot spot analysis and revealed spatial shifts in foraging habitat consistent
with prey selectivity. The results of this study support previous findings that coastal bottlenose
dolphins in the southeastern United States are selective feeders, preferring to forage in deeper
water known for soniferous prey species. Furthermore, this study presents important baseline
information for future studies investigating other acute catastrophic events in Mississippi Sound,
such as cumulative impacts following the Deepwater Horizon oil spill.
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in some cases, massive fish kills (Burkholder et al.
2004).

The effects of such natural disasters on wildlife
populations are poorly understood and difficult to
assess due to the limited predictability of storm
occurrence, course, strength, and location of impact.
This is particularly true for wide-ranging and long-
lived marine megafauna, such as marine mammals,
which require multi-year studies to be in place prior
to a disaster to adequately measure effects. Some
immediate and direct effects of hurricanes on marine
mammals have been documented, such as the tem-
porary displacement or stranding of individuals (e.g.
dugongs Dugong dugon: Marsh 1989; pygmy killer
whales Feresa attenuata: Mignucci-Giannoni et al.
1999; bottlenose dolphins Tursiops truncatus: Rosel &
Watts 2008). Other effects may manifest on a longer
time scale, particularly if food resources are depleted
or unavailable. For example, tropical storms have
destroyed seagrass beds (a primary food source for
dugongs), which has subsequently been related to
increases in dugong mortality (Heinsohn & Spain
1974, Preen & Marsh 1995). Likewise, habitat de -
struction in important foraging areas following
severe tropical systems is thought to have indirectly
increased mortality in Florida manatees Trichechus
manatus latirostris (Langtimm et al. 2006). Studies
as sessing hurricane impacts on the foraging ecology
of cetaceans are greatly lacking, and to the best of
our knowledge none has been reported in the litera-
ture. Given that the distribution patterns and behav-
ior of cetacean species appear to be dependent on
foraging habitat (see Würsig 1986, Hastie et al. 2004,
Ashe et al. 2010), it is important to identify these
areas and the mechanisms that shape them to better
understand potential impacts of hurricanes and other
catastrophic events.

Hurricane Katrina devastated the coastlines of
Louisiana, Mississippi and Alabama on 29 August
2005. With storm surge as high as 24 to 28 feet (7.3 to
8.3 m) along the Mississippi coast, Katrina is ranked
the third most deadly and intense (ranked by pres-
sure) tropical cyclone to make landfall in the period
1851−2006 (Blake et al. 2007). A project aimed at
understanding the behavior and distribution of bot-
tlenose dolphins in Mississippi Sound has been
underway since 2003, showing regular use of this
habitat by indi viduals on both a seasonal and year-
round basis (Mackey 2010), thus providing a unique
opportunity to examine the impacts of a major hurri-
cane on this coastal dolphin population. In a previous
study, Miller et al. (2010a) investigated the effects of
Hurricane Katrina on bottlenose dolphin reproduc-

tion, reporting an increase in the rate of calf sightings
(calves km−1 effort), and in the percentage of calves
to non-calves per group. The authors attributed this
in crease in reproduction, in part, to a potential in -
crease in prey abundance in the area following a
widespread reduction in the purchase of commercial
and residential fishing licenses, as well as large de -
creases in annual fisheries landings in Gulfport-
Biloxi, Mississippi, in the year of the storm (7.4 mil-
lion kg of fish reported in 2004 compared to 3.9 and
4.4 million kg in 2005 and 2006, respectively;
National Marine Fisheries Service 2007).

To complement the work of Miller et al. (2010a)
and further explore the potential effects of hurri-
canes on bottlenose dolphin populations, the goals of
this study were to (1) examine indirect evidence for
an increase in fish abundance (i.e. dolphin prey) fol-
lowing Hurricane Katrina by means of foraging
behaviors and comparison to reported fisheries land-
ings, and (2) identify habitat usage related to dolphin
foraging activities (dolphin foraging hot spots) before
and after Hurricane Katrina.

MATERIALS AND METHODS

Study area

Mississippi Sound, hereafter referred to as ‘the
Sound,’ is a relatively shallow (~3.0 m average water
depth) coastal system that extends from Louisiana to
Alabama, and is separated from the Gulf of Mexico
by a series of 5 barrier islands located 15 to 20 km
from the main coastline: Cat, Ship, Horn, Petit Bois
and Dauphin Islands, which comprise the National
Park Service’s Gulf Islands National Seashore (Fig. 1).
These barrier islands exhibit various levels of ero-
sion, as they are prone to absorbing storm surge and
flooding from tropical systems. Ship Island was split
into 2 islands (East Ship and West Ship) following
Hurricane Camille in 1969; however, because the
newly created pass (Camille Cut) was too shallow to
survey, Ship Island was treated as a single barrier
island for the present study. Aside from several
patches of oyster beds, the topography of the Sound
mainly consists of soft bottom substrates ranging
from fine grain sand to mud (Moncreiff 2007). These
latter areas are ideal for supporting dense seagrass
habitats, which are important foraging areas for
numerous fish, seabird, and marine mammal species.
Multiple mainland watershed sources from the north,
combined with tidal exchange with the Gulf of
 Mexico contribute to a wide range of salinities across
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the Sound, which during the course of the study
ranged from 6 to 41 ppt (mean = 23 ppt). Sea surface
temperatures during the current study ranged from a
low of 5°C in the winter to a high of 33°C in the sum-
mer, averaging an annual mean of 23°C. The average
depth during each encounter in the current study
ranged from 0.60 to 18 m, with a mean depth of 4.85 m.

Data collection

Data were collected during di rected, non-transect
surveys targeting the Mississippi coast barrier islands
from September 2003 through September 2009. Sur-
veys were alternated randomly between select is-
lands, but under the condition that each island was
surveyed at least once each month and an equal num-
ber of times each season. Early surveys conducted
from September 2003 to June 2005 rotated between
Cat (30° 13’ N, 89° 06’ W) and Ship Islands (30° 12’ N,
88° 56’ W). Horn Island (30° 14’ N, 88° 42’ W) was in-
corporated into the study area in July 2006, but was
later replaced by Deer Island (30° 22’ N, 88° 50’ W) in
June 2009.1 Surveys were conducted at least 4 times a
month, weather permitting, from one of the following
platforms: a 7 to 10 m vessel powered by a 225 Ram
injection Evinrude outboard motor, or a center console

Nautica rigid inflatable catamaran with
twin 150-horsepower Evinrude engines.
Surveys originated from either Gulfport
Harbor or the Back Bay of Biloxi, begin-
ning at ~08:30 h and continued until the
scheduled island had been surveyed com-
pletely or until weather  conditions deteri-
orated (e.g. Beaufort sea state >3). During
each survey, a minimum of 3 observers
continuously scanned for dolphins while
the research vessel traveled at a speed of
16 to 20 km h−1. The vessel circumnavi-
gated each respective island at a distance
of 1 to 1.5 km from shore. When a group of
dolphins was spotted, the research vessel
maneuvered toward the group and data
collection began. A group of dolphins was
defined as individuals within 100 m of
each other and  engaged in similar activi-
ties (Irvine et al. 1981). At the beginning
of a dolphin encounter, the time and
 location were determined using a Garmin
GPSMap 76 global positioning device, and

environmental conditions (e.g. weather, Beaufort sea
state, depth, salinity, glare, and water and air temper-
ature) were recorded. Behavioral data were collected
throughout the duration of the encounter following an
ethogram derived from Shane (1990; also see Miller
et al. 2010b; Table 1).

From September 2003 to June 2006, behavioral
data were collected using all-occurrence sampling
(Altmann 1974) for behavioral events, while behav-
ioral states were rank-ordered based on amount of
occurrence during the observation period (deter-
mined once the encounter ended). From July 2006
through September 2009, behavioral data were col-
lected using a combination of instantaneous sam-
pling for behavioral states and all-occurrence sam-
pling for behavioral events (Altmann 1974). The
behavioral state of the group (based on the activity of
the majority of group members) was recorded at
1 min intervals. If the majority of the group was
underwater at the interval, the behavioral state was
recorded as the same as the state prior to submerging
if it was the same upon the next surfacing (Mann
1999). If the state differed upon the next surfacing,
the behavioral state was recorded as ‘Not Found’.
Interobserver reliability was determined using previ-
ously recorded video footage of bottlenose dolphin
behaviors observed in Mississippi Sound, which in -
volved coding behavioral states, events, and group
size estimates; interobserver reliability was held con-
stant at r > 0.80 throughout the study period.
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Fig. 1. Map of study area. Surveys were conducted on a random rotation
around Cat, Ship, Horn and Deer Islands over a 6 yr study period. The 1 km
buffer surrounding the islands represents the area targeted during surveys

1Deer Island was once an extension of the mainland and is
not considered a barrier island
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A given group was followed until (1) a minimum of
15 min of behavioral data was collected, (2) the dol-
phins disappeared from view and were not located
again, (3) weather conditions deteriorated, or (4) the
dolphins showed signs of disturbance. Upon ending
an encounter, the time, location, group composition
(presence/absence of calves), and group size were
recorded. Group size included the minimum, maxi-
mum, and best estimate of the number of dolphins
present with the consensus of the observers.

Data analysis

Ethogram data were reviewed for recordings of
dolphin foraging behavior over the study period. To
control for biases against longer encounters (i.e.
greater opportunity to observe foraging) we only
reviewed ethogram data from the first 15 min of each
encounter. Due to the methodological changes in
behavioral data collection, only presence/absence
information were retained and used for analyses. An
encounter was considered a foraging encounter and
included in the analysis if ‘Feed’ or ‘Probable Feed’
were recorded as a behavioral state or if any other
foraging events were recorded during the encounter
(Table 1). Of the total 266 survey days with 354 forag-
ing encounters, 26 days (with 19 foraging encoun-
ters) were eliminated from the analyses due to in -
complete data for survey effort calculations, the lack
of encounters of any kind, or because of extremely
short surveys (outliers). Analyses included the re -
maining 240 total survey days with 1049 encounters,
335 of which were considered foraging encounters
(see Appendix 2 for survey effort). To have compara-
ble time periods, our 72 mo study period was divided
into 3 hur ricane phases of 24 mo each: Pre-Katrina

(Pre-Kat; September 2003− August 2005), Post-Kat-
rina 1 (Post-Kat 1; October 2005−September 2007),
and Post-Katrina 2 (Post-Kat 2; October 2007−Sep-
tember 2009). No surveys were conducted in Sep-
tember 2005 due to post-hurricane debris and coastal
damage. In order to account for natural seasonal vari-
ation in foraging behavior, data were further ana-
lyzed across the summer (May−October) and winter
(November−April) months as determined by mean
sea surface temperature.

Frequency of foraging encounters

Survey effort was accounted for by creating a for-
aging index for each survey day based on the propor-
tion of foraging encounters to total encounters
recorded relative to distance surveyed each day:

Foraging index = 
# Foraging encounters : # Total encounters

Survey effort (km)

SPSS was used to conduct a Kruskal-Wallis test on
ranked data to examine significant differences in the
frequency of foraging encounters (using the foraging
index) between hurricane phases and several con-
trol survey variables: survey effort distance, average
group size, and number of overall encounters per
kilometers surveyed. Mann-Whitney U-tests, with a
Bonferroni correction (α = 0.02; 2-tailed), were used
for follow-up comparisons. Effect sizes (r) were calcu-
lated for significant comparisons. A Mann-Whitney
U-test was also used to examine foraging behavior
between seasons (α = 0.05; 2-tailed).

The reported decline in annual commercial fish-
eries landings in Gulfport-Biloxi in the year of hur -
ricane Katrina (National Marine Fisheries Service
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Foraging behavior Operational definition

Behavioral states
Feed Group of dolphins is engaged in foraging behaviors such as repeated fluke-in/out dives in one

location, feeding circles, lunge feeds, fish kicks, fish tosses, etc.
Probable feed Indications of feeding such as group of dolphins following shrimp boat or birds diving in the immedi-

ate vicinity of the group.

Behavioral events
Chase fish A rapid increase in speed; observed in dolphins swimming in normal orientation or side-swim; fish

must be observed to record this event.
Fish in mouth Dolphin surfaces with fish visible between jaws.
Fish kick Dolphin uses fluke or peduncle to knock a fish into the air.
Fish toss Fish is thrown into the air by a dolphin using its melon, rostrum, or teeth.
Lunge feed An accelerated forward motion at the surface that creates a wake moving the distance of approxi-

mately one body length.

Table 1. Tursiops truncatus. Operational definitions of behavioral states and events used to determine foraging encounters. 
See Miller et al. (2010b) for full ethogram used in surveys
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2007) would be expected to positively influence prey
abundance, suggesting an inverse relationship be -
tween reported fisheries landing and the frequency
of foraging encounters. To test this, monthly foraging
indices were also calculated and compared with
monthly fisheries landings data (only available state -
wide, instead of specific to Gulfport-Biloxi; National
Marine Fisheries Service 2012a) for the same period
using a Pearson’s correlation (1-tailed, α = 0.05).

Getis-Ord Gi* hot spot analysis 

ArcGIS version 10.0 provides a statistically power-
ful hot spot analysis using the Getis-Ord Gi* statistic
(Getis & Ord 1992). The Gi* analysis calculates a Z-
score for each feature in a set of weighted features (in
the case of this analysis the weighted features were
effort-corrected grid cells of 1 km2 resolution). This
Z-score (the Gi* statistic) indicates whether features
with high or low values tend to cluster in a given
area. Specifically, each feature is compared with
neighboring features, and then by local summation
compared to a global sum (all features in the study
area); when this local sum is different from the
expected local sum, and that difference is too large to
be the result of random chance, a statistically signifi-
cant Z-score is the result. If a feature’s value is high
and the values for all neighboring features are also
high, it is part of a hot spot. Hot spots are defined as
areas with statistically significant high Z-scores (p <
0.05), and conversely cold spots are areas of statisti-
cally significant low Z-scores (p < 0.05, ESRI ArcGIS
Resource Center 2011a).

Effort-corrected survey data were parsed into mul-
tiple temporal splits to highlight any clustering pat-
terns by season, year, and whether the data were
temporally before or after Hurricane Katrina (see
Appendix 1). Grid cells (1 km2) were chosen based on
encounters coded as foraging encounters following
the methods previously mentioned. Encounters were
recorded with a start and end latitude and longitude,
thus allowing for centroid calculations for each en -
counter. The average length value of foraging en -
counters during surveys was 1014 m (or ~1 km).

Foraging sightings per unit effort (sightings km−1)
for each grid cell were then produced by dividing the
number of foraging encounters in each grid cell by
the length (km) of trackline surveyed in that same
grid cell. From these, the closest (by distance) 95% of
sightings were retained. The farthest (by distance)
5% were dropped to minimize the impact of outly-
ing areas that were rarely surveyed, preserving the

integrity of the hot spot analyses given that the
 survey design was opportunistic. Incremental Spatial
Autocorrelation (utilizing iteration of the Global
Moran’s I function) tools for all files were first seeded
with the output of a preliminary Average Nearest
Neighbor analysis (ESRI ArcGIS Resource Center
2011b), and then performed on all files in order to
find distances at which, if present, autocorrelation is
maximized (in this case, clustered foraging events).
These distances were then included in custom Spa-
tial Weights Matrices (again for each respective file).
Spatial Weights Matrices allow for a tighter control
over how the groupings of cells interact. For this
analysis, a minimum of 8 neighbors for each cell
were required (ESRI ArcGIS Resource Center 2011c),
as well as a threshold distance (as determined with
the Incremental Spatial Autocorrelation analysis) be -
yond which outer cells’ influence decreased rapidly
(inverse distance squared). If, however, 8 neigh -
bors could not be found within the given threshold
distance, the distance was temporarily extended in
order to satisfy this rule. After these preparatory
analyses were completed, the final Spatial Weights
Matrix of each respective file was then used as the
customized input parameter for the Getis-Ord Gi*
analysis.

Mitchell (2009) points out that the independence of
tests is inherently violated during the Getis-Ord Gi*
(e.g. each cell’s local calculations rely on other local
cells), thus producing Type I errors. The Bonferroni
correction (Quinn & Keough 2002) was employed
in order to mitigate the chances of this happening.
While the correction is somewhat conservative, the
opportunistic nature of the data used in the analysis
warranted conservative estimations. Finally, to be
included in the results, a hot spot must have been
surveyed in the Pre-Kat phase, as well as at least one
Post-Kat phase to ensure that those particular cells
that appeared as hot spots in one phase were sur-
veyed again to allow for a fair comparison.

RESULTS

Frequency of foraging encounters

There was a significant difference in foraging be-
tween the 3 hurricane phases (H = 12.379, df = 2, p =
0.002, η2 = 0.052) with a mean rank of 112.18, 141.29,
and 106.42 for Pre-Kat, Post-Kat 1, and Post-Kat 2,
 respectively. The proportion of foraging encounters
to total encounters for each of the Pre-Kat and Post-
Kat 2 phases was ~25%, which is consistent with past
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 evaluations of dolphin for-
aging behavior within the
Sound (Mullin 1988). How-
ever, this proportion was
40% in the phase immedi-
ately following Hurricane
Katrina (Post-Kat 1), repre-
senting a ~15% increase in
the proportion of  fora  ging
encounters (accounting for
effort) compared to Pre-
Kat (Table 2; Pre-Kat vs.
Post-Kat 1) and Post-Kat 2
(Table 2; Post-Kat 1 vs.
Post-Kat 2). There was no significant difference
 between Pre-Kat and Post-Kat 2 (Table 2, Fig. 2).
 Addi tionally, there was no significant difference in
for aging between seasons (U = 6760.50, Z = −0.753,
p = 0.451).

Considering our control survey variables, there were
no significant differences in survey effort distance
(H = 0.557, df = 2, p = 0.757) or average group size (H =
4.482, df = 2, p = 0.106) between each hurricane
phase. However, the total number of encounters,
accounting for effort, differed significantly across
hurricane phases (H = 9.435, df = 2, p = 0.009, η2 =
0.04). There were fewer total encounters in Post-Kat
2 than in Post-Kat 1 (Table 2), but no differences
between Pre-Kat and Post-Kat 1, or Pre-Kat and Post-
Kat 2 hurricane phases (Table 2). Finally, although
the effect was small, a significant correlation was
found between the fisheries landings data and the
foraging indices (r = −0.217, p = 0.035, n = 70; e.g.
Fig. 3).

Getis-Ord Gi* hot spot analysis 

Cells were retained for analysis if they contained at
least one foraging event. In all, 335 foraging events
were identified within 233 cells: 65 in the Pre-Kat
phase, 106 in Post-Kat 1, and 62 in Post-Kat 2 (Fig. 4).
After applying the Bonferroni correction, however,
only 3 significant hot spots remained (Fig. 5). Two hot
spots occurred in the Pre-Kat phase (Bonferroni cor-
rected p-value < 0.001), a single hot spot was identi-
fied in the Post-Kat 1 phase (Bonferroni corrected p-
value < 0.0005), and no hot spots were found during
the Post-Kat 2 phase (Bonferroni corrected p-value <
0.001). No seasonal hot spots were found within the
seasonal split analysis. Though only 3 cells are iden-
tified as hot spots, each cell uses other cells within
the foraging dataset to be calculated and so these hot

spots are derived from information inherent within
many cells. While the results only highlight 3 hot spot
cells, the opportunistic survey design we used war-
ranted a highly parsimonious approach to analysis.

DISCUSSION

Dolphin foraging activity increased significantly
following the passage of Hurricane Katrina and
remained elevated throughout the Post-Kat 1 phase
(Fig. 6). These results suggest that there may have
been an increase in feeding opportunity, prey abun-
dance, and/or a need for increased food consumption
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Variable Hurricane phase Mean ranks U Z p r
comparison

Frequency of Pre-Kat vs. Post-Kat 1 68.33, 88.04 2292.0 −2.728 0.006* 0.22
foraging Pre-Kat vs. Post-Kat 2 80.35, 75.96 2819.0 −0.617 0.537
encounters Post-Kat 1 vs. Post-Kat 2 96.26, 72.46 2528.0 −3.211 0.001* 0.25

Total Pre-Kat vs. Post-Kat 1 70.44, 86.25 2443.5 −2.170 0.030
encounters Pre-Kat vs. Post-Kat 2 81.45, 75.01 2755.5 −0.834 0.404

Post-Kat 1 vs. Post-Kat 2 95.26, 73.48 2613.0 −2.901 0.004* 0.02

Table 2. Tursiops truncatus. Post hoc results (Mann-Whitney U-test with a Bonferroni cor-
rection [α = 0.02; 2-tailed]) for variables with significant differences (Kruskal-Wallis, p <
0.05) among hurricane phases. Effect size (r) was only calculated for significant (*) Mann-

Whitney U-test results 

Fig. 2. Tursiops truncatus. Average frequency (± SE) of for-
aging encounters across hurricane phases, using the for -
aging index (proportion of foraging to non-foraging en-
counters km−1 survey effort). Asterisk indicates significant
differences (*p < 0.01) as determined by Mann-Whitney U
post hoc tests (adjusted α = 0.02). Numbers inside the bars
show the total number of surveys conducted during that
phase. Pre-Kat: September 2003−August 2005; Post-Kat 1:
October 2005−September 2007; Post-Kat 2: October 2007− 

September 2009 (N = 240 surveys)
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following the hurricane; however, it is difficult to
determine the mechanisms that resulted in increased
foraging. Our results offer indirect evidence of
the intermediate disturbance theory; hurricanes and
other acute catastrophic events may create levels of
disturbance that can maximize species diversity
(Connell 1978). It is likely, however, that there are
multiple factors interacting and influencing the ob -
served patterns.

A number of studies have reported that the pres-
ence of vessels leads to decreases in cetacean forag-
ing behavior (Aguilar Soto et al. 2006, Miller et al.
2008, Lusseau et al. 2009). The reduction in vessel
traffic following the storm may have given bottlenose
dolphins in the Sound more time and/or space to for-
age. Moreover, commercial and recreational fishing
within the Sound targets many of the same fish spe-
cies utilized as prey by bottlenose dolphins (Leather-
wood 1975, Benson 1982, Barros & Odell 1990, Barros
& Wells 1998, Berens McCabe et al. 2010): striped
mullet Mugil cephalus, pinfish Lagodon rhomboids,
Gulf menhaden Brevoortia patronus, jack Caranx
hippos, and spot Leiostomus xanthurus. A decrease
in fisheries targeting these species for a period after

237

Fig. 3. Tursiops truncatus. Relationship between annual
commercial fisheries landings for Gulfport-Biloxi (National
Marine Fisheries Service 2012b) (m) and the average forag-
ing index (d) for each year of the study period. Foraging in-
dex is the proportion of foraging to non-foraging encounters 

km−1 survey effort

Fig. 4. Tursiops truncatus. Survey effort and resulting forag-
ing hot spots in the Mississippi Sound region, by hurricane
phase: (a) Pre-Kat, (b) Post-Kat 1, and (c) Post-Kat 2. Signifi-
cant hot spots following Bonferroni correction are bullseyed.
Note: Petit Bois Island was opportunistically surveyed
 during 2 Horn Island surveys in the Pre-Kat phase, but was
not surveyed the remainder of the study (see Appendix 2 

for effort)
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the storm likely resulted in increases in abundance of
prey. This is supported by the significant negative
correlation between foraging indices and the fish-
eries landings data over the course of the study (see
Fig. 3). Furthermore, there was a documented de -
crease in both the purchase of statewide commercial

and residential fishing licenses and in annual fisheries
landings specific to Gulfport and Biloxi (National
Marine Fisheries Service 2007, Miller et al. 2010a),
suggesting a potentially prominent influence on prey
availability and/or feeding opportunity in the study
area following the hurricane.
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Fig. 5. Tursiops truncatus. Foraging hot spots as identified by the Getis-Ord Gi* statistic (bathymetry from Love et al. 2012).
Two hot spots were identified during the Pre-Kat phase in shallow waters (westerly black squares) while the Post-Kat 1 hot 

spot was in deeper waters (single easterly black square as indicated)

Fig. 6. Tursiops truncatus. Changes in average foraging index (d) throughout the study period. Foraging index is the propor-
tion of foraging to non-foraging encounters km−1 survey effort. Data from Miller et al. (2010a) (m) shows increase in dolphin re-
productive activity during the increased foraging activity observed in the current study. Dashed vertical lines indicate hurri-
cane phases: Pre-Kat: September 2003−August 2005; Post-Kat 1: October 2005−September 2007; Post-Kat 2: October
2007−September 2009. Note: foraging index data were averaged over 3 mo periods to correspond with the seasons analyzed in 

Miller et al. (2010a)
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Similar effects were seen in Boca Ciega Bay,
Florida, where sightings of bottlenose dolphins and
calves significantly increased following the 1995
Florida net ban (Eide 1998). Likewise, the observed
in crease in foraging activity (and decrease in fish-
eries effort) corresponds to a reported overall in -
crease in dolphin fecundity within the Sound (Miller
et al. 2010a; our Fig. 6) following the hurricane, indi-
cating there may have also been an increased need
for food consumption. Females in the late stages of
pregnancy and lactating females require much
higher energy levels for milk production than non-
reproductively active adults (Reddy et al. 1991) and
therefore consume higher quantities of food during
this time (Kastelein et al. 2002). It is unknown
whether calf survivorship and/or overall reproduc-
tive success of females in the Sound also increased
but evidence suggests that there was enough food to
at least support a temporary increase in feeding
needs. While an increase in observed foraging activ-
ities is not always indicative of an increase in prey
consumption, there is enough evidence to suggest
that this was the case following the hurricane (Post-
Kat 1 phase).

In addition to the observed changes in the fre-
quency of foraging encounters following Hurricane
Katrina, each of the significant foraging hot spots
were concentrated near Cat Island suggesting this
area might be a preferred foraging habitat for dol-
phins. Cetacean distribution patterns are at least
 partially dependent on habitat features (Gowans &
Whitehead 1995, Baumgartner 1997, Davis et al.
1998, Redfern et al. 2006), and these features seem to
be clear mechanisms in shaping preferred foraging
habitat. For example, bottlenose dolphins near San
Diego, California forage in nearshore reefs and kelp
beds in a manner that reflects known prey distribu-
tion (Hanson & Defran 1993). Likewise, bottlenose
dolphins within the Moray Firth, Scotland have
 displayed seasonal variation for preferred foraging
habitat, feeding over deep water and steep seabeds
in summer months and moving to more shallow for-
aging areas during the winter (Hastie et al. 2004). For
dolphins in the southeastern United States, most of
the literature reports foraging activity that is directly
associated with seagrass habitat (see Shane 1990,
Waples 1995, Scott et al. 1996, Barros & Wells 1998).

The northern shores of the Mississippi barrier
islands were once prevalent with seagrass, with Cat
Island having the greatest seagrass coverage and
potential seagrass habitat of all the barrier islands
within the Sound (Moncreiff 2007). However, sea-
grasses within the Sound have declined nearly 50%

over the last 5 decades due to declining water quality
and an increase in turbidity, rather than storm im -
pacts (Moncreiff et al. 1998). In fact, recent evidence
suggests that Hurricane Katrina had variable effects
on seagrass beds in this region (Anton et al. 2009,
Carter et al. 2011). For example, from 2003 through
2007, Cat Island seagrass habitat more than tripled in
size, growing from 22 ha to 71 ha (Carter et al. 2011).
This growth seems to correspond with the shifts in
foraging hot spots we observed at Cat Island; as sea-
grass extent increased, dolphins shifted their pre-
ferred foraging habitats to deeper waters (see Fig. 5).
While these results contradict what historic literature
reports with respect to preferred seagrass foraging
habitat, more recent studies support this suggestion.
For example, a fine-scale analysis of foraging habitat
near Clearwater, Florida showed coastal bottlenose
dolphins not only preferred foraging in natural and
dredged channels rather than seagrass habitats, but
that these areas had larger and more abundant
amounts of pinfish Lagodon rhomboids, a preferred
prey item (Allen et al. 2001). A similar study also
incorporating stomach content data showed that dol-
phins in Sarasota Bay, Florida also target soniferous
prey species that prefer deep water areas as opposed
to seagrass habitat (Berens McCabe et al. 2010). Car-
bon isotope values taken from stranded dolphins in
Sarasota Bay following the 1995 Florida net ban
had shifted in a manner that was consistent with a
decreased use of seagrass habitat; that is, when not
in competition with commercial fisheries, coastal
 bottlenose dolphins exploited prey that were not as
dependent on seagrass derived carbon (Rossman et
al. 2011).

Similar influences may have been at play in the
current study. The increase in foraging behavior fol-
lowing the hurricane also corresponds with the slight
shift in foraging hot spots from known seagrass
 habitat during Pre-Kat (~0.30 to 1.0 m in depth) to a
deeper area (~5.0 m in depth) during Post-Kat 1
(Fig. 5). Seagrass habitats can significantly alter the
transmission of bioacoustic signals and can provide
an acoustic refuge for many smaller and juvenile
soniferous prey species (Wilson et al. 2013). Given
that bottlenose dolphins use both active and passive
acoustic means of locating prey, it may be more ener-
getically costly to target the smaller species inhabit-
ing these areas than the larger prey found in alterna-
tive habitats (Gannon et al. 2005, Nowacek 2005).
These combined factors may support the growing
notion that bottlenose dolphins are selective feeders,
rather than opportunistic, preferring a foraging habi-
tat known for larger, soniferous fish species when
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prey are likely more abundant (Barros & Wells 1998,
Gannon et al. 2005, Berens McCabe et al. 2010, Ross-
man et al. 2011).

The lack of foraging hot spots and overall decrease
in both the total encounters and number of foraging
encounters during Post-Kat 2 could be related to sev-
eral factors. For example, seagrass habitat is indi-
rectly linked to the health of coastal dolphin popula-
tions and the degradation of these areas likely elicits
shifts in bottlenose dolphin foraging strategies. Re -
cent dredging activities in the main shipping channel
between Cat and Ship Islands is thought to have
caused substantial erosion along the southern spit
and eastern shoreline of Cat Island—which was
weakened significantly following Hurricane Katrina—
leading to a clockwise rotation of the island’s peri -
meter (the sediments were transported by currents
and deposited along the northern and western shore-
lines of the island; Fritz et al. 2007, Morton 2008) and
a potential loss in seagrass habitat. This, combined
with in creased competition with commercial fisheries
— annual landings for Gulfport-Biloxi more than
doubled from 2007 to 2008 (National Marine Fish-
eries Service 2012b)—could explain the overall
decrease in foraging encounters and complete lack of
foraging hot spots during Post-Kat 2. Furthermore,
the later end of the Post-Kat 2 phase is only a few
months prior to the start of a widespread and ongoing
(as of June 2013) unusual mortality event (UME) for
Northern Gulf of Mexico cetaceans, which began in
February of 2010 (NOAA Fisheries 2013). Between
1 February and 29 April 2010, 114 ceta ceans stranded,
a vast majority of which were bottlenose dolphins.
Since these strandings took place prior to the re -
sponse phase for the Deepwater Horizon oil spill,
there is evidence suggesting many stressors may
have already been acting on Northern Gulf of
 Mexico dolphin populations prior to the spill. For
example, physiological stress from an unusually cold
winter in 2010 combined with bacterial infection and
depleted food resources are all thought to be respon-
sible for the weakened body condition and poor over-
all health of stranded bottlenose dolphins during the
said UME (Carmichael et al. 2012). The observed
decrease in foraging (compared to Post-Kat 1) and
lack of hot spots found in the Post-Kat 2 phase may
be related and have carried over into the 2010−2012
cetacean UME. Furthermore, one year after the Post-
Kat 2 phase (during summer and fall 2010), there
were reports of genetic and physiological damage in
nearshore fishes and declines in planktivorous fishes,
suggesting a reduction in the dolphin prey base fol-
lowing this study (Whitehead et al. 2011, Patterson

unpul. data as cited by Carmichael et al. 2012). As
such, the present study provides an important base-
line to examine how foraging patterns and behavior
may have been modified with the UME and Deep -
water Horizon oil spill.

Evidence was provided earlier that dolphins may
be selective feeders, but little is known about how
this may vary between different geographical or
behavioral stocks that utilize the study area and sub-
sequently how these interactions might relate to this
hot spot analysis. The study area includes 2 of the
6 bay, sound, and estuary management stocks in the
Sound and likely overlap with the northern coastal
stocks.2 Inshore and coastal animals may be ex -
pected to target different kinds of prey in the same
area. For example, Gannon & Waples (2004) found
marked differences in the diets of bottlenose dol-
phins that stranded in estuarine (croaker Micro -
pogonias undulatus dominated diets) versus oceanic
waters (weakfish Cynosicon regalis and squid Loligo
sp. dominated diets) in North Carolina. Likewise,
marked differences in carbon, nitrogen and sulfur
isotopic signatures were found between animals
stranded in bay, nearshore and offshore waters sur-
rounding Sarasota Bay, Florida (Barros et al. 2010),
suggesting differences in targeted trophic levels of
prey and in the degree of seagrass dominated habi-
tats utilized between inshore and coastal communi-
ties. Similar to other areas in the Gulf (Florida: Irvine
et al. 1981, Wells et al. 1987, Barros & Wells 1998,
Balmer et al. 2008; Texas: Fertl 1994, Maze & Würsig
1999), a portion of the dolphin population uses the
study area on a regular basis, both year-round
and seasonally (data from 2004−2007; Mackey 2010).
However, it has been estimated that a majority
(73.5%) of individuals identified within the study
area are transients (Mackey 2010), suggesting this
location may be more of a transit area rather than a
residential habitat for a closed or semi-closed dolphin
population (e.g. Sarasota Bay, Florida: Irvine et al.
1981, Wells et al. 1987). As such, it is possible the
Sound may be used as a foraging stopover for migra-
tory and/or seasonal animals, particularly for preg-
nant or lactating females. More research is needed to
examine dynamics between seasonal, resident and
transient groups to determine if similar patterns
emerged between inshore and coastal communities
in the Sound compared to other areas. Stable isotope
analyses are becoming more commonly used to dif-
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ferentiate foraging preferences (Walker et al. 1999,
Worthy et al. 2011) as well as stock structure (Born et
al. 2003, Witteveen et al. 2009) and could be utilized
to greatly improve understanding of these dynamics
in this area and how they relate to foraging hot spots.

Hurricane Katrina occurred at a time of year when
dolphin abundance in the Sound is at its peak and
when many coastal animals are expected to be closer
inshore (Hubard et al. 2004, Miller et al. 2012). Com-
bined with the subsequent decline in fisheries and
vessel activities, there may have been a large disrup-
tion in the local group structure and social patterns
during that time (e.g. Ansmann et al. 2012). Re -
gardless of any potential short-term impacts on local
group dynamics immediately following the hurricane,
long-term impacts may be less adverse. For example,
dolphin populations utilizing Charlotte Harbor, Florida
demonstrated surprising resilience with few long-
term changes in population dynamics 2 years follow-
ing a major hurricane (Bassos-Hull & Wells 2007).
Additionally, if dolphins from neighboring areas
immigrated into the study area following the hurri-
cane (e.g. Elliser & Herzing 2011), we may have
observed an artificial increase in foraging activity. A
population increase, however, would likely have
been reflected in an increase in group size and/or
number of encounters per survey—neither of which
were observed in the current study. Moreover, there
was no significant increase in the number of new
 dolphin identifications following the storm (Mackey
2010) and abundance and density estimates in 2007−
2008 (Miller et al. 2012) were similar to those many
years prior to the storm (Hubard et al. 2004).

We cannot eliminate the possibility of hot spots
existing mid-Sound or near Deer or Horn Islands.
Survey effort was not evenly distributed throughout
the study area since the research focus was on the
nearshore waters bordering the barrier islands. Addi-
tionally, the survey area was not of consistent size
throughout the study given the rotation of Deer and
Horn Islands toward the end of the study period.
Although the lack of historic seagrass coverage mid-
Sound (Moncreiff 2007) makes hot spots in these
areas unlikely, Horn Island once had comparable
seagrass coverage to that of Cat Island (Moncreiff
2007, Peneva et al. 2008); it is possible that preferred
foraging habitat shifted from Cat Island to Horn
Island, since Horn Island was surveyed only 3
months during the Post-Kat 2 phase, explaining why
we observed fewer overall encounters during Post-
Kat 2 than during the Post-Kat 1 phase. To eliminate
this possibility in future studies, dedicated mark-
recapture surveys should be conducted using tran-

sects across the entire Sound—rather than just tar-
geting the barrier islands—ensuring equal effort
across the study area.

Bottlenose dolphin foraging habits are dynamic
over time, often with changes in both the frequency
and distribution of foraging activities likely driven by
cumulative effects derived from natural and anthro-
pogenic factors. The temporary cessation of commer-
cial fishing activities as a result of hurricane related
damage and debris led to an increase in prey abun-
dance, as evidenced by the increase in foraging en-
counters. Additionally, the spatial shifts in preferred
foraging areas during this time support the growing
theory that bottlenose dolphins are selective feeders.
The data and subsequent results presented here
were derived from surveys that were not designed
with the objectives of the current study in mind, and
although the post-hoc nature of the study warranted
relatively high conservative thresholds for hot spot
identification, this method should be considered by
future researchers when identifying areas of concen-
trated usage by marine mammals. Furthermore, few
published data regarding past environmental vari-
ables relative to the Mississippi Sound eco logy were
available during the course of the study. Future sur-
veys that incorporate systematic prey sampling, ba-
thymetry, hypoxia conditions and seagrass extents,
as well as better knowledge of bottlenose dolphin
stock structures in the area, can close past data gaps
and better address the conclusions presented here.
Finally, this study presents important baseline infor-
mation on the foraging behavior of bottlenose dol-
phins within Mississippi Sound that can be applied to
future studies on the effects of the Deepwater Hori-
zon oil spill. This event, contrary to Hurricane Kat-
rina, likely caused long-term ad verse effects within
Mississippi Sound, and should galvanize future re-
search examining the impacts of both natural and an-
thropogenic catastrophic events, as well as those cu-
mulative factors discussed here and their role in
impacts on marine mammal populations.
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Temporal split Example Number of files 
analyzed

All data All data files (no splits) 1
Overall by year 2003 (all data), 2004 (all data), etc. 7
Overall by month January all years, February all years, etc. 12
Overall by season Summer (all years), winter (all years) 2
Overall by season year Summer 2003, summer 2004, etc. 14
Overall pre-Kat All data pre-Katrina 1
Overall post-Kat All data post-Katrina 1
Pre-Kat by month ‘January’ for all years before Katrina 12
Post-Kat by month ‘January’ for all years post-Katrina 12
Pre-Kat by season Winter for all files before Katrina 2
Post-Kat by season Winter for all files post-Katrina 2

Appendix 1. Sightings km−1 effort analyzed: temporal splits used in spatial analysis

Island Pre-Kat Post-Kat 1 Post-Kat 2 Total

Cat 1515.92 784.66 637.13 2937.71
Ship 1174.56 882.04 782.31 2838.91
Horn 122.56 545.27 716.02 1383.85
Deer 14.44 12.60 27.31 54.35
Petit Bois 35.96 0 0 35.96
Total 2863.44 2224.57 2162.77

Appendix 2. Survey effort (km) for each of the islands, calcu-
lated within the 1 km buffer zone (see Fig. 1). Note: tracks 

also occurred outside of the buffer zone
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INTRODUCTION

Biological hotspots in the epipelagic zone have been
described as areas where dynamic processes in the
physical environment lead to enhanced productivity

and aggregation of consumers relative to their sur-
roundings (Palacios et al. 2006). In these areas,
upwelling, mesoscale eddies, and fronts may act in
concert with the local geomorphology to generate
conditions that greatly promote the availability of
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ABSTRACT: La Paz Bay is a distinct region within the Gulf of California whose rich cetacean com-
munity exhibits an intense annual overturn. We studied the environmental conditions that could
drive this change over the course of a year. Cetacean biomass was estimated from monthly sur-
veys, with concurrent collection of water-column measurements of temperature, salinity, nutri-
ents, chlorophyll a (chl a), and biogenic matter fluxes. The water-column structure showed 3 major
conditions: deep mixing during winter, stratified isopycnal shoaling in spring and early summer,
and deep stratification during late summer and autumn. Chl a and relative fluxes of biogenic silica
and calcium carbonate indicated a seasonal succession of primary producers in response to the
observed evolution of hydrography. During the periods of mixing and isopycnal shoaling, the bay
provided suitable habitat for blue whales, bottlenose dolphins, and common dolphins, while fin
whales, Bryde’s whales, and short-finned pilot whales were numerically dominant during the
period of stratification. To provide a regional context to the observed seasonality, we fitted tempo-
ral least-squares to an 11 yr monthly time series of satellite-derived wind, sea surface temperature
(SST), and chlorophyll concentration (CHL). Within the bay, the SST followed the annual mon-
soonal shift in the wind, whereas CHL showed a bi-modal pattern, with a main peak occurring
under mixing conditions in winter and a second peak under isopycnal shoaling in spring/early
summer. The regional fitting suggested that the latter period was driven by a localized  intra-
seasonal phenomenon that could be responsible for the higher biological richness of the bay
 compared to the surrounding gulf.
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prey for large fauna (e.g. Wingfield et al. 2011). Al -
though these hotspots are often detectable through
remote sensing of the ocean’s surface, other areas
that appear oligotrophic and devoid of dynamic fea-
tures at the surface may also attract large feeding
predators and even influence their migration pat-
terns (e.g. Domeier et al. 2012). In such areas, the
biological production maxima may be in the subsur-
face in the presence of a deep/sharp thermocline,
underscoring the importance of measuring hydro-
graphic and biological parameters, both at the sur-
face and in the water column, for the characterization
of biological hotspots.

The most productive areas of the Gulf of California
(hereafter ‘the gulf’; Fig. 1) are located along its east-

ern (continental) side and in the northern region due
to winter upwelling and tidal mixing, respectively
(Lluch-Cota 2000). The southwestern gulf (peninsu-
lar side) is comparatively less produc tive, except for
La Paz Bay (hereafter ‘the bay’), whose photosyn-
thetic pigment concentrations remain high year-
round compared to its surroundings,  constituting an
isolated spot of high phytoplankton biomass (Santa-
maria-del-Angel et al. 1994, Luch-Cota & Teniza-
Guillén 2000, Kahru et al. 2004). The bay sustains a
diverse megafauna that includes at least 16 ceta cean
species of temperate, tropical, and subtropical affini-
ties (Flores-Ramírez et al. 1996, Salvadeo et al. 2009).
It also hosts a growing colony of California sea lions
Zalophus californianus (Szteren et al. 2006) and is
visited by whale sharks Rhincodon typus and spine-
tail devil rays Mobula japanica, which arrive in win-
ter, spring, and early summer to feed on zooplankton
(Clark & Nelson 1997, Ketchum-Mejía 2003, Croll et
al. 2012). The rich cetacean community exhibits a
strong annual overturn, with migratory species such
as blue whales Balaenoptera musculus and hump-
back whales Mega ptera novaeangliae occurring
in winter and spring, whereas species with more
tropical affinities, like Bryde’s whales Balaenoptera
edeni, bottlenose dolphins Tursiops truncatus, and
short-finned pilot whales Globicephala macro rhyn -
chus, occur mostly during the summer and autumn.
Fin whales Balaenoptera physalus are resident in the
gulf and, together with the common dolphins Delphi-
nus spp. occur year-round (Flores-Ramírez et al. 1996,
Salvadeo et al. 2009). The hydrographic con ditions
that support this cetacean diversity and underlie the
species’ replacement have not been studied.

In the present study, we posit that seasonal forcing
of oceanographic conditions in the bay, including
surface mixing driven by northwesterly winds in
winter (Badan-Dangon et al. 1991) and cyclonic
 circulation in summer (Monreal-Gómez et al. 2001,
Sánchez-Velasco et al. 2006), lead to enhanced nutri-
ent supply to the base of the food web, attracting low
trophic level prey for planktivorous and piscivorous
cetaceans. Warmer conditions in summer would, in
turn, be favorable for the aggregation of higher
trophic level prey looking for a suitable habitat to
spawn near the coast (e.g. Staaf et al. 2008), attract-
ing teutophagous cetaceans. To assess the specific
hydrographic and biological conditions underlying
species’ replacement in the cetacean community of
the bay, we make use of water-column data collected
as part of a multidisciplinary time-series investiga-
tion, aimed at examining monthly changes in physi-
cal structure, nutrient and chlorophyll a (chl a) con-
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Fig. 1. La Paz Bay, in the southwestern Gulf of California (in-
set). The gray star in the main panel indicates the position of
the oceanographic station and the site of the sediment trap 

in the deepest part of the bay (~410 m)
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centrations, vertical fluxes of biogenic matter, and
cetacean biomasses over the course of a year. The
results are put in a regional context (i.e. the south-
western gulf) using time series of remotely sensed
(satellite) measurements of surface wind, tempera-
ture (SST), and chlorophyll concentration (CHL).

Although direct measurements of the prey field
would have probably enhanced our understanding of
the relationships between cetaceans and the dynam-
ics of their physical habitat in the bay, collection of
such data was not possible due to logistical and
financial constraints. Indeed, quantitative and com-
prehensive assessments of the intermediate trophic
levels in the southwestern gulf are lacking. However,
considering that most cetacean species must con-
stantly search for food due to their high energetic
needs (Trites et al. 1997, Barlow et al. 2008), we inter-
pret their occurrence in the bay, at least in part, as a
response to the prey availability, which is in turn
aggregated by suitable physical and biological
mechanisms. Further, the evolutionary and ecologi-
cal adaptations of cetaceans to exploit specific types
of prey, such as zooplankton, small pelagic fish, or
squid (Pauly et al. 1998), facilitate such interpreta-
tion. This argument has been widely used to charac-
terize cetacean habitats (e.g. Au & Perryman 1985,
Hamazaki 2002, Doniol-Valcroze et al. 2007, Praca et
al. 2009) as well as to model cetacean abundance as
a function of predominant environmental conditions
(e.g. Becker et al. 2010, 2012, Gerrodette & Eguchi
2011, Forney et al. 2012), even when there is no
direct measurement of the potential prey.

MATERIALS AND METHODS

Study area

La Paz Bay is the largest and deepest embayment
in the Gulf of California (Fig. 1), with an area of
~2160 km2 and a maximum depth of ~410 m. Water
exchange with the surrounding gulf occurs mainly
through the northern channel, called Boca Grande
(Salinas-González et al. 2003, Obeso-Nieblas et al.
2004). The bay lies within a tropical-subtropical tran-
sition zone that seasonally alternates between 2 well-
defined periods as a result of the monsoonal regime
that dominates the entire gulf. The temperate season,
from November to April (winter to spring), is domi-
nated by strong northwesterly winds that enhance
evaporation and increase the surface salinity, which
induces deep vertical convection (i.e. sinking). More
moderate southwesterly winds blow during the warm

season, from May to October (summer to autumn).
During this period, the water column receives the
influence of tropical waters, the thermocline deep-
ens, and the upper layer stratifies (Badan-Dangon et
al. 1991, Adams & Comrie 1997, Bordoni et al. 2004).

Hydrographic and biological conditions

The changes in the physical structure of the water
column and their influence on the base of the food
web, through nutrient supply, help us to identify the
predominant ecological conditions that attract differ-
ent cetacean species at different times of the year.
A number of physical, chemical, and biological vari-
ables were measured at an oceanographic station
located over the deepest part of the bay (~410 m;
Fig. 1). Between 17 February 2007 and 18 February
2008, 13 CTD profiles were taken to depths ranging
from 50 to 340 m. Temperature, salinity, and density
data were standardized to 1 m depth means. From
these values, we computed the Brunt-Väisälä fre-
quency (cycles h−1; also known as buoyancy fre-
quency), a measure of the degree of stratification
(Wahl & Teague 1983). The depth of maximum buoy-
ancy frequency in a profile corresponds to the depth
of the pycnocline. At the same site, 13 profiles of
Niskin-bottle samples were taken at discrete depths
according to 6 levels of light penetration (0.1, 1, 10,
33, 55, and 100%) estimated from Secchi disc meas-
urements following the Beer-Bourguer-Lambert law
(Walker 1982, Bustillos-Guzmán & Lechuga-Devéze
1989). Concentrations of dissolved silica (H2SiO4),
phosphate (PO4

−3), and total dissolved inorganic ni -
trogen (NO2

−+NO3
−+NH4

−) were measured from these
samples (Strickland & Parsons 1972), as well as the
concentration of chl a (Ritchie 2008). Since measure-
ments were taken at different times and in some
cases different depth levels, we performed an objec-
tive interpolation of these variables using a Gaussian
weighting function (Jalickee & Hamilton 1977, Boyer
et al. 2005) with 30 d horizontal and 1 m vertical
scales to represent the temporal evolution. All data
were truncated below 100 m depth since preliminary
evaluation of the results showed that most of the
 variability was concentrated above that level.

Biogenic matter fluxes

The sinking particulate matter is indicative of the
nature of biogenic components and thus the ecologi-
cal succession taking place in the upper layers
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(Bishop 1988, Silver & Gowing 1991, Silverberg et al.
2006), which could trigger the incursion of different
cetacean species according to their feeding require-
ments. We analyzed samples from a Technicap® PPS
3/3 trap of 0.125 m2 aperture, which was anchored
and suspended at ~310 m depth at the same site as
the oceanographic measurements (Fig. 1). The sink-
ing matter was collected in separate bottles during 7
to 15 d periods each and then fixed with a preser -
vative solution of 4% buffered formaldehyde satu-
rated with sodium tetra borate. The total mass flux, in
g m−2 d−1, was estimated from 4 sub-samples, which
were centrifuged for 25 min at 3000 rpm (~1600 × g),
decanted, and washed with distilled water. The col-
lected material was weighed after a 72 h drying

period at ~50°C. The lithogenic fraction of the total
flux was subtracted since our interest was only
related to the biological processes. From the total
biogenic fractions, we analyzed the proportions of
biogenic silica, or opal (SiO2·nH2O), and calcium car-
bonate (CaCO3).

Local and regional seasonality

Because of their great mobility, the incursions of dif-
ferent cetacean species into the bay could be the
result of both local and/or regional conditions. There-
fore, it was important to address the larger spatial
context in which the hydrographic and biological con-

ditions within the bay occur. Also, since
the small sample sizes yielded by the
present study (14 monthly data points)
prevented us from quanti ta tively corre-
lating cetacean densities to the monthly
evolution of the water column within
the bay, it was important to compare
those conditions to longer time series of
surface variables and put them in the
spatial context of the southwestern gulf.
We therefore characterized the season-
ality of the entire region, from north of
Loreto Bay to south of La Paz Bay (Fig.
2), using an 11 yr time series of remotely
sensed SST and CHL as proxies for the
physical and biological en vironment.
The monthly CHL data came from the
Sea-viewing Wide Field-of-view Sensor
(SeaWiFS) aboard the satellite Orb-
view-2 (O’Reilly et al. 1998, 2000,
Hooker & McClain 2000), with a pixel
resolution of 1.39 km. The monthly SST
data came from the Advanced Very
High Resolution Radio meter (AVHRR)
aboard NOAA satellites (Program
Pathfinder 5.0; Walton et al. 1998, Casey
& Cornillon 1999, Kilpatrick et al. 2001),
with a spatial resolution of 4.89 km. Ad-
ditionally, we used the monthly wind
velocity data from the SeaWinds sensor
aboard the NASA satellite QuikSCAT
(Freilich 2000). Due to the coarser
spatial resolution of this product (13.9
km), only the measurement point closest
to the bay was used to compute the local
seasonality since the other available
nearby points were on land or too far
from the bay. All re motely sensed vari-

Fig. 2. Spatial representation of the 11 yr seasonal least-squares fits of sea sur-
face temperature (SST; upper panels; in a variable color scale to highlight spa-
tial gradients) and chlorophyll concentration (CHL; lower panels; same color
scale among panels) for the southwestern Gulf of California. The periods
shown were chosen following the maximum and minimum CHL values of the
sea sonal least-squares fit within La Paz Bay, which are denoted here and in 

Fig. 7 as I, II, III, and IV
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ables were obtained through the Environmental Re-
search Division’s Data Access  Program of NOAA,
NMFS, Southwest Fisheries Science Center (http://
coastwatch. pfeg. noaa. gov/ erddap/ index. html). A spa-
tially explicit characterization of the seasonal cycle of
the southwestern gulf (Fig. 2) was done by fitting tem-
poral least-squares with annual and semi-annual har-
monics (Emery & Thomson 1998, Ripa 2002) to the re-
motely sensed variables. Within the polygon of the
bay (see map in Fig. 3), the temporal behavior of each
variable was calculated using the same analyses, ap-
plied to the mean of all monthly values. The periods of
maxima and minima resulting from the local (i.e.
within the bay) CHL seasonal analysis were chosen to
portray the results of the regional (i.e. southwestern
gulf) analysis of SST and CHL (Fig. 2).

Cetacean population density

We conducted monthly visual surveys within the
bay over a systematic zig-zag arrangement of tran-
sects (Fig. 3) aboard the 28 ft (8.5 m) RV ‘CICIMAR
XV’ at ~18 km h−1 between 6 February 2007 and 23
March 2008. Two trained observers simultaneously
searched for cetaceans with the aid of 7 × 50 hand-
held binoculars (Fujinon®FMTRC-SX) equipped with
compass and vertical reticles, independently cover-
ing both sides of the transect line, from the front of
the vessel to an angle of 90°. A team of 4 observers
rotated every 40 min. Observations were made from
a platform at 5.09 m effective visual height. The per-
pendicular distance (x) from the transect line to the
sighting was calculated following Lerczak & Hobbs
(1998). The animals were approached to confirm
 species identification only when they were within
~1.5 km of the transect line (i.e. closing mode tech-
nique; Dawson et al. 2008). Most of the large species
were easily identified beyond this distance, whereas

some dolphin schools remained unidentified as well
as some whales recorded too far from the transect
line. Search effort was suspended during the ap -
proach and the time spent with the animals as well
as when the Beaufort sea-state was higher than 3.

Monthly population densities (individuals km−2)
were estimated using distance sampling line-transect
techniques (Buckland et al. 2001) by modeling a
detection probability function g (x), based on the dis-
tribution of all perpendicular distances from the tran-
sect line to the groups sighted of each species. Since
the cetacean surveys have continued within and out-
side the bay after the completion of the present study,
we used all of the perpendicular distances available
through April 2012 to improve the modeling of the
detection functions (Fig. 4). We established a priori
truncation points (w) based on the frequency distri-
bution of distances. The effective half-strip width (μ)
was estimated from the detection function to convert
the linear effort into an effectively sampled area
(Thomas et al. 2002). Several mathematical functions
(uniform, half-normal, and hazard-rate) and expan-
sion series (cosine, sine, simple polynomial, and her-
mit polynomial) were tested, and Akaike’s informa-
tion criterion (Burnham & Anderson 2002) was used
to choose the best fit (Table 1). This function, evalu-
ated at zero perpendicular distance, represents the
detection probability f̂ (0). Mean group sizes Ê(s)
were estimated for the odontocetes and the fin
whale, whereas for the blue and the Bryde’s whale,
the few sightings of >1 animal were split into individ-
ual detections to avoid the increase of the variance
due to the indeterminacy of the expected group size.
For all species, we assumed that all animals located
directly on the track-line were detected and counted
(i.e. g (0) = 1). Finally, f̂ (0) was used, together with the
number of counted groups (n) and the total transect

249

Fig. 3. Total survey effort by month (bars) and the average length of transects in each month (dotted line with circles). Map 
shows the polygon of La Paz Bay (red line) and the transect track lines (dark grey lines)
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length (L), to estimate a point density value (D̂) for
each month (Thomas et al. 2002). The variance

(D) and the lower and upper limits of the 95%
confidence intervals (D/C, D · C) were estimated by
a 999 iteration bootstrap analysis of samples (i.e.
transects) at each stratum (i.e. month). For the  less-
frequent species, we only calculated the encounter
rate of groups as the number of sightings recorded in
the total linear effort in each survey. Although both
the short-beaked common dolphin Delphinus delphis
and the long-beaked common dolphin Delphinus
capensis occur in the Gulf of California, we treated
them at the genus level, given the difficulty in identi-
fying them to species level in most sightings.

Cetacean biomass

The population density estimates (individuals km−2)
were converted into values of biomass (t km−2) to

make the species comparable. This was
done by multiplying the estimated density
by the mean species-specific body mass
values previously reported for the Califor-
nia Current (Barlow et al. 2008 and refer-
ences therein). These values come from
both direct measurements and regression
models of body mass as a function of the
mean body length (Table 2).

RESULTS

Hydrographic and biological conditions

Temperature dominated the density
structure in the water column (Fig. 5). Cold
water (<18°C) occurred throughout the first
100 m during the winter (February 2007
and January to February 2008). During
March 2007, the upper 75 m were above
20°C. From April to July, a doming of the
isotherms took place, and water below
17°C penetrated the surface layer up to
10 m. From June to November, the upper
25 m warmed above 25°C. December was a
transition period in which the temperature
in the upper 55 m cooled below 21°C. The
Brunt-Väisälä frequency (Fig. 6a) showed
3 major conditions over the year, defined
by the depth and degree of stratification.
High values indicate a strong stratification,
whereas low values mean strong mixing.

The low buoyancy contours in February to March
2007 and January to February 2008 indicated deep
mixing in the upper water column. During these win-
ter periods, the pycnocline (i.e. the maximum buoy-
ancy frequency along the profile) deepened to at least
100 m. Then, during the spring and early summer, the
buoyancies in the upper 25 m marked a period of
isopycnal shoaling, when the pycno cline almost
reached the surface. This doming of isopycnals lasted
4 mo, until early August, and it was followed by a
thickening of the stratified upper layer in the late
summer and autumn, marking conditions of deep
stratification, with the pycnocline around 40 m depth.
These conditions prevailed until  December 2007,
when a mixed period developed again.

For nutrients, we only show the concentration (µM)
of the sum of all components (Fig. 6b) since concen-
trations of dissolved silica, phosphate, and total dis-
solved in organic nitrogen followed similar patterns
over the course of the year. Relatively high concen-

var
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Fig. 4. Detection probability function (g(x); black line), estimated from the
distribution of per pendicular sighting distances (gray bars). The estimated
effective half-strip width (μ) is shown as a dashed vertical line. The total
number of distances used (n) is presented, specifying the number of dis-
tances from the study period and area (first value within parentheses) and
the distances taken from subsequent years and/or areas aboard the same 

platform (second value within the parentheses)
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trations of nutrients were found in the water column
during the mixing conditions in the winter, but there
was an evident depletion in the upper 50 m during
February and March 2007. The pycnocline shoaling
of the spring and early summer brought higher sub-
surface concentrations of nutrients to just below the
thermocline, reaching up to 50 μM in the top 100 m.
The surface and sub-surface concentration of nutri-
ents decreased in the late summer and autumn.

Two different types of chl a concentration peaks
occurred (Fig. 6c): during the winters of 2007 and
2008, high concentrations (~1.5 mg m−3) were re -
corded above the pycnocline in the upper 40 m and
upper 70 m, respectively, whereas under conditions
of shallow stratification, higher values (~2.5 mg m−3)
occurred as 2 sub-surface maxima in May and Au -
gust, just below the pycnocline. Low chl a concentra-
tions (<0.5 mg m−3) in the upper 100 m characterized
the deep stratified conditions of the late summer
(September to November). Biogenic silica contri -
buted strongly to the total biogenic flux from winter
to early summer, reaching a maximum of 60% in
April 2007, whereas carbonate (CaCO3) components
dominated during the late summer and autumn,
reaching 48% in October 2007 (Fig. 6d). The 2 com-
ponents showed completely opposite seasonal pat-
terns. A Pearson’s test resulted in a correlation of
−0.7032 (p = 0.002, 95% CI = [−0.8324, −0.5016], n =
40, effective degrees of freedom (Neff) = 17 following
Davis 1978).

Local and regional seasonality

The seasonal cycle of surface wind, SST, and CHL
showed different patterns within the bay. The wind
followed the monsoonal cycle (Fig. 7a). The annual
pattern of the temperature was unimodal, with a
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Species Common name Mean body 
mass (t)

Mysticetes
Balaenoptera edeni Bryde’s whale 16.477
Balaenoptera physalus Fin whale 42.150
Balaenoptera musculus Blue whale 57. 230

Odontocetes
Tursiops truncatus Bottlenose dolphin 0.188

(offshore)
Delphinus spp. Common dolphins 0.080
Globicephala Short-finned pilot 0.608
macrorhynchus whale

Table 2. Values of body mass used to standardize the density
estimates of the dominant species (after Barlow et al. 2008)
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maximum in September and a minimum in January
(Fig. 7b). In contrast, the CHL pattern was bimodal,
with a maximum in January (I in Fig. 7c), a decrease
in March (II in Fig. 7c), a secondary peak at the end
of May (III in Fig. 7c), and the main minimum in Sep-
tember (IV in Fig. 7c). Note that, except for the very
warm September period when CHL values were low-
est throughout the region (IV in Fig. 2), the values
within the bay tended to be higher than in the gulf
waters offshore. These values were similar to adja-
cent coastal areas in January (I in Fig. 2), lower than
offshore and coastal areas in March (II in Fig. 2), and
significantly higher than anywhere else in June (III in
Fig. 2). The least-squares SST values within the bay
were slightly warmer than elsewhere in January and
cooler the rest of the year, considerably so in June.

Cetacean population density

Altogether, the effective search effort within the
bay during the 14 mo totaled 3937 km (mean ± SD =
281 ± 137 km; Fig. 3). Four mysticete and 6 odon -
tocete species were identified from 276 sightings. The

blue whale, fin whale, Bryde’s whale, common dol-
phin, bottlenose dolphin, and short-finned  pilot whale
were the most frequent species observed (Table 1,
Fig. 8). The humpback whale, sperm whale Physeter
macrocephalus, dwarf sperm whale Kogia sima, and
killer whale Orcinus orca were only sporadically
recorded (Fig. 8). Differences in the estimated effec-
tive half-strip widths (μ in Fig. 4) between species
typically suggest interspecific variations that deter-
mine their detectability, such as their body sizes,
grouping behavior, and/or level of surface activity
(e.g. Barlow & Forney 2007, Williams & Thomas 2007).
Mysticetes in general had the widest effective half-
strip widths due to their larger body sizes and taller
blows. Among the odontocetes, the short-finned pilot
whales had the largest effective half-strip width,
probably because of the combination of large groups
and large body sizes. They were followed by the com-
mon dolphins, whose high level of surface activity
and tendency to aggregate in very large groups make
them detectable at large distances. Bottlenose dol-
phins had the shortest distance range, which could be
attributed to their tendency to approach the vessel
and to the small group sizes recorded within the bay.
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Fig. 5. Monthly progression of hydrographic variables in La Paz Bay (from objective interpolations using a Gaussian weighting 
function). Each cast is shown as a vertical gray line
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Cetacean biomass

Overall cetacean biomass was dominated by the
mysticetes and displayed 3 major peaks (Figs. 6e & 8).
The first occurred in spring, from May to June 2007,
the second covered late summer and autumn (Sep-
tember to December), and the third and highest was
in February 2008 (Fig. 6e). The odontocetes showed
an opposite pattern from the mysticetes (Fig. 6e):
They in creased in biomass when mysticetes de -

creased, showing 2 main peaks during July to August
2007 and in Jan uary 2008. The first mysticete peak of
the spring (0.62 t km−2) resulted from the co-occur-
rence of the 3 most frequent species but was domi-
nated by the blue whale (Fig. 8). In contrast, the
peaks of the late summer and autumn (0.73 and 0.63 t
km−2, respectively) were dominated by the fin whale
in the absence of the blue whale and the occurrence
of the Bryde’s whale, the latter always in low bio-
masses. Finally, the highest peak of mysticete bio-
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Fig. 6. Physical and biological context underlying variations in cetacean biomass in La Paz Bay. (a) Buoyancy frequency, with
the dashed white line representing the depth of the pycnocline (i.e. maximum buoyancy frequency at each profile). Gray dots
show the depth of the Niskin-bottle samples for (b) nutrients and (c) chl a. (d) The contributions of biogenic silica (SiO2·nH2O)
and calcium carbonate (CaCO3) to the total biogenic sinking matter, shown as 7 to 15 d absolute values. (e) Monthly cetacean 

biomass
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mass (1.87 t km−2) occurred during February 2008
and was also dominated by blue whales but in the
presence of fin and Bryde’s whales (Fig. 8). The first
peak of odontocetes biomass (0.30 to 0.27 t km−2, July
to August 2007) resulted from the increase in bottle-
nose dolphins and from the incursion of short-finned
pilot whales, whereas the second peak (0.35 t km−2)
was dominated by the common dolphins, with a mod-
erate increase of bottlenose dolphins, which domi-
nated the odontocete biomass during the rest of the
year (Fig. 8).

DISCUSSION

The strong mixing in winter and the isopycnal
shoaling in spring and early summer produced peaks
in surface and subsurface chl a concentrations,
respectively (Fig. 6c). The high proportion of opal in
the biogenic sinking matter (Fig. 6d) suggests that
these peaks were dominated by diatoms and sili-
coflagellates, whose blooms result from the input of
new nutrients into the euphotic zone (Egge & Aksnes

1992) and typically favor the aggregation of krill and
planktivorous fish (Kudela et al. 2008). Silicoflagel-
lates and diatoms have been previously found as
dominant among the micro- and nano-phytoplankton
within the bay (Verdugo-Díaz 2003). The former
have been associated with peaks of primary produc-
tion in winter and early summer (Villegas-Aguilera
2009, Martínez-López et al. 2012) and are abundant
in the siliceous fraction of the sediment trap samples
(Álvarez-Gómez 2010). These 2 chl a peaks observed
in the water column are in agreement with the
remotely sensed CHL peaks of the seasonal analysis
derived from the 11 yr least-squares regression
(Fig. 7). This constitutes evidence that the isopycnal
shoaling within the bay and its influence on phyto-
plankton is not a phenomenon particular only to the
sampled year cycle but a recurring intraseasonal
event of local nature. While the first CHL peak within
the bay corresponds to a general pattern of high CHL
values along the entire region of the southwestern
gulf (I in Fig. 2), especially near the coast, the second
corresponds to a local phenomenon, in which the bay
gets colder and CHL-richer than the surrounding
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Fig. 7. Seasonal pattern of wind, sea surface temperature (SST), and chlorophyll concentration (CHL) in La Paz Bay. The black ar-
rows (a) and circles (b,c) represent the original monthly values. The seasonal fits of wind, SST, and CHL are drawn as blue arrows
and red and green lines, respectively. The seasonally adjusted maxima and minima of CHL are labeled as I, II, III, and IV, which
are the periods chosen to portrait the regional (i.e. the entire southwestern gulf) spatial-temporal fit of SST and CHL in Fig. 2
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Fig. 8. Monthly estimates of cetacean biomass (±95% confidence intervals) for the dominant species and encounter rates (ER) 
for the less-frequent species (bottom panel)
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gulf (III in Fig. 2). Note that even when the cold water
is at subsurface during the period of isopycnal shoal-
ing (Fig. 5), its influence on SST is also noticeable,
with the surface remaining ~1.5°C cooler than the
surrounding gulf.

The blue whale specializes on krill and dominated
the cetacean biomass during these 2 periods of sur-
face and subsurface chl a peaks, suggesting those
were suitable conditions for low trophic level prey. It
is also the only migratory cetacean among all of the
species recorded that feeds actively during its win-
tering period in the gulf (Del-Ángel-Rodríguez 1997,
Gendron 2002, Bailey et al. 2009). Variations of its
seasonal migration may be responses to a larger
scale of interannual oceanic conditions in a manner
that is still unstudied. At the seasonal and intra -
seasonal scales, however, it seems that the distribu-
tion of the species within the gulf is guided by the
persistence of local pulses of biological production
(Pardo et al. 2011) that aggregate krill (Gendron
1992). In one of its major feeding grounds off Califor-
nia, the blue whale abundance also increases in
response to the aggregation of krill resulting from the
upwelling pulses of the California Current (Croll et
al. 2005). In contrast, the migratory humpback whale
has been recorded only sporadically feeding on krill
within the gulf (Gendron & Urbán 1993), and its
occurrence is more associated with breeding activi-
ties during winter. Although krill may also serve as
prey for fin and Bryde’s whales during the winter and
spring within the bay, these species can also exploit
juvenile stages of Pacific sardine that aggregate
along the western coast of the gulf during this period
(Hammann et al. 1988, Tershy 1992, Tershy et al.
1993, Gendron et al. 2001, Jaume-Schinkel 2004)
and thus reduce com petition with blue whales. Small
pelagic fish are also the most likely prey for common
dolphins (Gallo-Reynoso 1991, Niño-Torres et al.
2006), which exploit the bay in large numbers during
winter. The higher biomasses of bottlenose dolphins
over the entire iso pycnal shoaling period (May to
August) may reflect the availability of mesopelagic
fish and/or squid, which are likely prey for this op -
portunistic species (Pauly et al. 1998, Díaz-Gamboa
2009).

In contrast, the deep stratification of the late sum-
mer and autumn was not conducive to high  near-
surface nutrient or chl a concentrations. The increase
in the proportion of calcareous content in the settling
biogenic particles (Fig. 6d) suggests the presence
of coccolithophorids, foraminifera, and/or pteropods
(Romero et al. 2002). Coccolithophorids are better
adapted than silicoflagellates and diatoms to growth

at limiting nutrient levels and tend to dominate under
oligotrophic conditions (Iglesias-Rodríguez et al. 2002).
Nevertheless, despite their dominance, the total flux
of coccolithophorids does not increase at all during
the late summer in the bay (Rochín-Bañaga 2012),
and values of primary production drop (Reyes-Salinas
et al. 2003, Cervantes-Duarte et al. 2005). How then
might one explain the high peaks of fin and Bryde’s
whales at this time? The period of high surface water
temperatures near the coast frequently marks the
spawning season for several pelagic fish species in
the southwestern gulf (Moser et al. 1973), including a
‘warm stock’ of Pacific sardine that enters the gulf
(Félix-Uraga et al. 2004). These are likely the main
prey for rorqual whales during the deep stratification
period, as has been suggested from the δ15N ratios
between fin whales and sardines (Jaume-Schinkel
2004). Similarly, the short-finned pilot whale, along
with the other teutophagous odontocetes, such as the
dwarf sperm whale and the sperm whale (Clarke
1996, Pauly et al. 1998), were in the bay predomi-
nately during summer. The maximum biomass peaks
of the short-finned pilot whale (August and October
2007; Fig. 8) occurred just when the surface temper-
ature within the bay was the warmest (Fig. 5). Squid
searching for warm waters near the coast to spawn
typically aggregate under such conditions (Staaf et
al. 2008). Thus, we surmise that spawning prey, at
least the squid and the Pacific sardine, could sustain
the biomass of teutophagous odontocetes and fin
whales, respectively, during the deeply stratified
summer conditions.

The physical origin of some of the observed water-
column conditions in the bay is still not fully under-
stood. During winter, Ekman upwelling occurs along
the eastern coast of the gulf (Lluch-Cota 2000, Lavín
& Marinone 2003), but most blue whale sightings
(Gendron 2002) and large krill aggregations (Brinton
& Townsend 1980) occur on the western side during
this period. It is not clear if the series of eddies that
form regularly along the gulf (Pegau et al. 2002)
could be responsible for cross-gulf transport of nutri-
ents and plankton from east to west, where the mate-
rial could be retained. Nevertheless, since blooms of
siliceous phytoplankton typically occur in response
to new nutrient input, it is more likely that the phyto-
plankton biomass of the southwestern gulf is gener-
ated locally due to the strong vertical mixing (Fig. 6a)
produced by the northwesterly winds blowing during
winter (Fig. 7a). The high surface salinity (>35) ob -
served during this period (Fig. 5) reinforces the
hypothesis that strong northwesterly winds lead to a
high rate of evaporation, which in turn enhances
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 vertical mixing. The causes of the intraseasonal iso -
pycnal shoaling, associated with the second peak in
CHL within the bay, are also poorly known. Previous
studies have described cyclonic circulation (Mon-
real-Gómez et al. 2001, Sánchez-Velasco et al. 2006)
and proposed that it could be related to the wind
curl and the overall seasonal circulation of the
gulf (Beier 1997). This CHL peak occurs at a time
when the southwesterly wind maximum takes place
(Fig. 7a), which could also force the cyclonic circula-
tion and resulting Ekman pumping, but the subject
has not been investigated in detail due to the lack of
high-resolution data.

Nevertheless, it is clear that the isopycnal shoaling
enhances subsurface phytoplankton aggregations
within the bay at a time when the rest of the south-
western gulf remains oligotrophic. Therefore, it may
also be responsible for the higher annual values of
CHL previously described for the bay (Santamaria-
del-Angel et al. 1994, Luch-Cota & Teniza-Guillén
2000, Kahru et al. 2004). This phenomenon extends
the period of phytoplankton blooms that normally
would be associated only with the winter mixing.
Recent results of a long-term analysis of blue whale
density, comparing La Paz Bay to Loreto Bay, showed
that blue whales leave Loreto in April, earlier than
their departure from La Paz, where they can be seen
as late as June (Pardo et al. 2011). This pattern sug-
gests the importance of the intraseasonal isopycnal
shoaling within the bay as a potential driver of
krill aggregation in the southwestern gulf at a time
when the surroundings are comparatively warmer
and oligotrophic (III in Fig. 2).

The presence of cetaceans with different require-
ments over the course of the year in the bay suggests
a sustained availability of prey, aggregated by high
biological production or suitable physical conditions.
Recent measurements of the proportion of particulate
organic carbon in the sinking matter and the monthly
fluxes (export production) in the bay (Silverberg
2009, Silverberg et al. 2009) show that these do not
vary much seasonally, indicating that biological pro-
duction extends throughout the year regardless of
the type of physical forcing. The export production of
the bay is more than double that of Guaymas Basin,
often considered a particularly high production area
in the gulf (García-Pámanes et al. 2011). All of these
characteristics lead us to propose that La Paz Bay
constitutes a biological hotspot in the southwestern
Gulf of California, driven by the seasonal evolution of
regional surface mixing conditions in winter, local
isopycnal shoaling in spring and early summer, and
deep stratification in late summer and autumn. This

physical contrast attracts a wide variety of cetaceans
foraging at different trophic levels at different times
of the year and probably also favors the incursion of
other species of marine megafauna.

Future work should focus on addressing the infer-
ences drawn in the present study regarding the phys-
ical and biological mechanisms that drive cetacean
occurrence in the bay. Such work would require a
sampling grid aimed at resolving spatial patterns in
environmental variables concurrently with measure-
ments of the low, mid, and high trophic levels. Test-
ing these mechanistic linkages would require a
numerical modeling approach. Two species that
would be particularly amenable for such work are
the blue whale and the short-finned pilot whale
because of their specialist diet and because they
showed the most evident relationships with the envi-
ronment, with blue whales using the bay during peri-
ods of cool temperature, high CHL, and a primary
producer community dominated by siliceous phyto-
plankton, while short-finned pilot whales occurred
during warm, oligotrophic periods dominated by
 calcareous phytoplankton. The physical mechanisms
driving isopycnal shoaling in the bay during spring
and early summer, which make this area biologically
richer than the surrounding gulf, should be investi-
gated through a study of the effects of the wind
field in combination with the local physiography (as
shown by Wingfield et al. 2011). The role of the
northwesterly winds in the evaporation and subse-
quent mixing of the surface layer during winter
should be studied to understand the reasons for the
aggregation of krill and blue whales along the west-
ern coast of the gulf rather than along the upwelling-
influenced eastern coast.
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INTRODUCTION

Biophysical interactions structure habitat patches
in marine environments at a variety of spatial and
temporal scales (Haury et al. 1978). The importance
of fine-scale heterogeneity in marine systems is
exemplified by the importance of oceanographic fea-
tures that create prey patches and aggregate or
attract animals from lower to upper trophic levels,
thus creating important ‘hotspots’ of marine life (e.g.
Alldredge & Hamner 1980, Hamner & Hauri 1981,
Franks 1992, Rodhouse et al. 1996, Griffin 1999,

Johnston et al. 2005). In particular, predators that are
restricted to feeding at the water’s surface, such as
many seabird species, often rely on oceanographic
features to make prey accessible through upwelling
or other mechanisms (e.g. Haney 1986, 1987, Brown
& Gaskin 1988, Pakhomov & McQuaid 1996, van
Franeker et al. 2002). It is important to understand
how such oceanographic processes create foraging
opportunities for marine predators and thus structure
these hotspots in space and time.

Phalaropes Phalaropus spp. offer an interesting
opportunity to examine the effects of sub-surface
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biophysical processes in structuring foraging habitat
at the water’s surface. We focus here on red-necked
phalaropes Phalaropus lobatus because of the impor-
tance of our study site for this species, though the
results of our work apply equally to red phalaropes
Phalaropus fulicarius, which are also observed in the
area. These small, pelagic shorebirds are obligate
surface feeders that consume large zooplankton such
as Calanus finmarchicus copepods, which have com-
plex life cycles comprised of 6 nauplid stages (NI-NVI)
and 5 copepodid stages (CI-CV) in addition to the
egg and adult stages. During their autumn south-
ward migration along the Atlantic seaboard, red-
necked phalaropes feed on surface aggregations of
C. finmarchicus (particularly on the lipid-rich CV
stage) at several sites in the Bay of Fundy, Canada
(Mercier & Gaskin 1985, Brown & Gaskin 1988, 1989,
Hirche 1996). These prey aggregations are important
to the energetic balance of migrating phalaropes,
allowing them to increase their fat reserves by as
much as 30% in a 2 wk period prior to their departure
for waters further south (Mercier 1985). It is impor-
tant to understand factors controlling prey abun-
dance of this species because the number of birds
observed in the Bay of Fundy declined drastically
during the late 1980s and has failed to recover since
that time. Surveys during the early 1980s produced
estimates of nearly 2 million red-necked phalaropes
using a small foraging area in the western Bay of
Fundy, but phalaropes have since abandoned this
foraging area (Finch 1977, Vickery 1978, Morrison et
al. 2001, Brown et al. 2005). Recent observations sug-
gest that red-necked phalaropes currently use the
Bay of Fundy in smaller numbers during summer
months (aggregations of 20 000−50 000 individuals),
and that the largest numbers of red-necked phala -
ropes typically occur near the Brier Island ledges in
the south of the bay (R. Hunnewell pers. comm.). It is
unlikely that the observed changes in the abundance
of phalaropes using the Bay of Fundy during summer
months represents a change in stopover site used by
the birds since large aggregations of red-necked
phalaropes have not been observed in other loca-
tions. Aggregations of the size previously observed
in the Bay of Fundy would be easily observable, even
from a distance, and the Bay of Fundy still represents
the primary staging ground for red-necked phala -
ropes typically during their southern mi gration.
Declines in surface prey have been suggested to be
responsible for the decreased abundance of red-
necked phala ropes (Brown et al. 2005), but no pub-
lished studies have investigated distribution or abun-
dance of prey in foraging areas since the early 1980s.

It has long been suggested that fine-scale oceano-
graphic features are responsible for making Calanus
finmarchicus available to predators in surface waters,
but early studies in the Bay of Fundy did not quantify
the occurrence or effects of these features. For exam-
ple, Brown (1980) and Brown & Gaskin (1988) devel-
oped, but did not test, hypotheses regarding the
oceanographic processes responsible for patterns in
the distribution of phalarope prey.

In the present study, we test the following hypoth-
esis initially proposed by Brown (1980): Phalarope
foraging habitat is formed when tidal currents inter-
act with underwater ledges to generate fine-scale
regions of upwelling which, in turn, transport dense
zooplankton aggregation into surface waters. Our
specific objectives were to: (1) determine the abun-
dance, species and stage composition of copepods
observed in surface waters, and (2) assess how
 physical oceanography structures the prey field of
phalaropes at fine spatial and temporal scales.

MATERIALS AND METHODS

Study area

The Bay of Fundy hosts some of the largest tides in
the world, with spring tidal ranges of up to 16 m
in some places. The resulting strong tidal currents
can structure the prey distribution and foraging habi-
tat of marine predators at fine temporal and spatial
scales (e.g. Brown & Gaskin 1989, Murison & Gaskin
1989, Baumgartner et al. 2003).

The Brier Island ledges are located at the outer
reaches of the Bay of Fundy. Northwest Ledge is
~5 km northwest of Brier Island (Fig. 1). Bottom
topography around the ledges is steep and irregular;
depths increase rapidly from <10 m over Northwest
Ledge to >200 m in the Grand Manan Channel, over
a horizontal distance of <3 km. Our surveys were pri-
marily conducted in the vicinity of the Northwest
Ledge in order to elucidate the effects of the ledges
on surface zooplankton con centration.

Oceanographic sampling

We conducted oceanographic sampling on 9
survey days between August and September 2007
during both the ebb and flood tide phases. We de-
signed box transects to cover a variety of habitats
over and beyond the ledges (Fig. 1), and repeatedly
sampled the same locations through time to evaluate
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physical and biological parameters throughout the
tidal cycle (as in Johnston & Read 2007). This allowed
us to correlate zooplankton samples (detailed in the
next section) with physical parameters relative to
tidal cycle and bathymetric relief. We sampled sea
surface temperature (SST) and current speeds at
depth using a 300 kHz RDI Workhorse Sentinel
acoustic Doppler current profiler (ADCP) with
bottom tracking capability. The ADCP was deployed
over the side of a 12 m boat and the transducer head
was positioned 1 m below the water surface. Survey
speed did not exceed 2.6 m s−1. The ADCP was set to
ping as fast as possible; data were averaged over
1 min intervals and collected in 4 m bins with a
 maximum of 60 bins, reflecting the deepest regions
surveyed. We collec ted data using VmDas software
and visualized the observations in VmDas and
WinADCP and imported them into ArcGIS 9.2 to
overlay the ADCP data with bathymetry, zoo -
plankton and phalarope data. A new ADCP file was
created for each box transect to avoid obtaining
 multiple measurements from a given location.

Zooplankton sampling

We sampled zooplankton concurrent with ADCP
surveys and followed the general sampling design of
Brown & Gaskin (1989) to enable us to capture prey
items accessible to foraging phala ropes. Zooplankton
samples were collected at locations along oceano-
graphic sampling box transects so as to cover a vari-

ety of bathymetric regions (over and extending be -
yond the ledge), and were repeatedly sampled at the
same locations at different points in the tidal cycle in
order to evaluate changes in surface zooplankton
con centrations relative to tidal phase.

We employed a net with a 363 µm mesh size
attached to a metal ring with a diameter of 0.33 m.
Tows lasted for 5 min at a speed of ~1 m s−1, during
which the net was half submerged in the water. The
R-ratio of the net, indicating the ratio of open area of
net mesh to the area of the mouth opening of the net,
was 10:1, which was suggested in Harris et al. (2000)
in order to reduce internal water pressure in the
net, and to account for flow rates at higher speeds
(though our tow speeds were lower than the speeds
of >1.5 m s−1 indicated in Harris et al. 2000). The net
was occasionally lifted to avoid floating rockweed.
We preserved samples in buffered formalin and
transferred them to 70% ethanol for counting and
identification. Zooplankton samples were divided
using a Folsom plankton splitter to produce sub-sam-
ples of approximately 250 individuals. Zooplankton
were counted and identified to species, and Calanus
finmarchicus were counted, sexed and identified to
life stage using a stereo microscope. All species iden-
tifications were verified by Dr. Pat Tester at the
National Oceanographic and Atmo spheric Adminis-
tration Southeast Fisheries Science Center Labora-
tory in Beaufort, NC. C. finmarchicus density was
calculated as the number of C. finmarchicus cope-
pods m−3 by calculating the volume of water passing
through the net as a function of the tow duration, the
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Fig. 1. Study area in Atlantic Canada
showing (a) example of box transects
(indicated by the yellow boxes) used
for oceanographic surveys relative to
the bathymetry surrounding the
Brier Island ledges (study efforts fo-
cused on Northwest Ledge); and (b)
location of the study site in the lower 

Bay of Fundy
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net surface area (assuming that half of the  cross-
sectional surface area of the net was submerged, as
described above), and the direction and speed of the
boat relative to that of the measured current. After
counts and identifications were conducted, we oven-
dried the samples and weighed them using a balance
with a precision of 0.0001 g.

We could not use ADCP backscatter and upwelling
velocities to estimate zooplankton densities or iden-
tify regions of local upwelling because of problems
associated with assessing zooplankton backscatter
while steaming (Heywood et al. 1991) and because of
noise produced from pitch and roll during boat-based
surveys across the ledges. In addition, we were
specifically interested in the abundance and distribu-
tion of zooplankton that was available to phalaropes
in surface waters, which could not be assessed using
a hull-mounted ADCP.

Phalarope observations

Our primary objective was to investigate relation-
ships between oceanographic processes and zoo-
plankton distribution in surface waters, and our box
transect surveys were designed to survey a given area
repeatedly throughout the tidal cycle. We also collec -
ted oceanographic data during boat-based surveys
assessing phalarope distribution and abundance on
4 days, and collected 16 zooplankton tows on these
survey days. Two observers conducted visual surveys
from ap proximately 6 m above the water in early Au-
gust and mid-September 2007 to estimate the abun-
dance and species composition of phalaropes. In the
Bay of Fundy, phalaropes occur in large, ephemeral
feeding flocks, so modified survey methods are requi -
red to generate estimates of phala rope abundance
and  species composition. Tracks were initiated at the
north or south end of the ledges, and were conducted
across the ledges using a saw-tooth pattern until birds
were observed. We de creased speed when flocks of
phalaropes were encountered and maneuvered the
boat alongside the flocks to obtain accurate counts
and to confirm species identification. In late summer,
red and red-necked phalaropes occur in large mixed
aggregations in non-breeding plumage and can be
difficult to distinguish. Surveys on these days yielded
82 sightings of phalaropes, comprising more than
13 000 birds, with concurrent oceanographic data.
Survey tracks were divided into 1 km bins in ArcGIS,
and phalarope counts in grid cells were analyzed
 relative to oceanographic predic tor variables using
multi variate analyses (see next section).

Analysis

We interpolated depth estimates from ADCP
 surveys to provide a comprehensive bathymetric
coverage of the study area. We produced continuous
rasters of SST, average current speed and depth by
interpolating short-term averaged data (1 min) in
ArcGIS 9.2 using ordinary kriging interpolation in
the spatial analyst extension. The bathymetric raster
was then used to generate a continuous coverage of
distance to the 20 m depth contour, which we used as
a metric of distance to the Northwest Ledge. We used
depth rasters to create grids of depth gradients (per-
cent rise) using the slope function in spatial analyst.
All interpolated rasters had a pixel size of 50 m.
Before including variables in our statistical analyses,
we examined our data for  co-linearity. Variables with
a significant Pearson’s correlation coefficient of 0.5 or
greater were not included within the same model.

We used generalized additive models (GAMs) to
model zooplankton and phalarope abundance rela-
tive to oceanographic parameters. GAMs are non-
parametric extensions of linear regression models.
These additive models consist of the sum of smooth
functions describing the covariates, which replace
the linear predictors of covariates used in linear
regression  mo dels (Hastie & Tibshirani 1990). A link
function is used to relate response variables to a
smoothed function of the explanatory variables. In
comparison to linear models, GAMs allow a wider
range of response curves to be modeled and are
better suited to evaluate highly non-linear relation-
ships between response and explanatory variables.
These attributes are particularly useful in ecological
studies (see Yee & Mitchell 1991, Guisan et al.
2002). Selecting an appropriate level of smoothing
is an important step in developing a GAM, and can
be achieved by using the concept of the effective
degrees of freedom (Guisan et al. 2002). We con-
structed GAMs using cubic spline smoothers with 3
or fewer degrees of freedom to avoid over-fitting the
models while assessing relationships between cope-
pod density, total zooplankton biomass or phalarope
abundance and the following predictor variables:
SST, SST gradient, daily SST anomaly (i.e. deviance
of a given SST measurement from the daily mean
SST over all tracks lengths), distance to 20 m con-
tour, depth gradient, current speed and time since
slack low tide. This analysis was intended to
capture the effects of current speed and bathymetry
on surface distributions of copepods that are more
typically observed at depths of more than 50 m dur-
ing daylight hours, so we used current speed
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throughout the water column in this analysis. We
constructed models both for counts and dry mass
values of zooplankton tows, as well as the propor-
tion of all copepods comprised of Calanus fin-
marchicus, standardized by the tow volume to
account for differences due to increased water flow.
We assessed the normality of counts and dry mass
values using Q-Q plots and  Anderson-Darling nor-
mality tests. We employed a Gaussian distribution
to evaluate dry mass values, which were log-trans-
formed to meet assumptions of normality. We ana-
lyzed copepod and phalarope count data using a
quasi-Poisson distribution due to  over-dispersion of
the data. For all GAM models, we conducted vari-
able selection using backwards stepwise regression
model selection and selected the model with the
lowest generalized cross-validation (GCV) value as
described in Wood & Augustin (2002). We assessed
goodness-of-fit using adjusted R2 values. Non-sig-
nificant values were removed from the final model.
To examine the temporal structure of the copepod
data, we assessed the relationship be tween volume-
corrected copepod counts and tidal phase (hours
since slack low tide).

We used Moran’s I correlograms (Legendre &
Legendre 1998) to identify potential effects of spa -
tial autocorrelation in model residuals. Moran’s I
indicates the degree of spatial autocorrelation of
data from −1 to 1, and can be used to determine
whether significant autocorrelation is present. Neg-
ative values of Moran’s I indicate segregation, while
positive values indicate aggregation (Fortin et al.
1989). We assessed spatial autocorrelation in model
residuals using Moran’s I correlograms for all zoo-
plankton and phalarope models and assessed signif-
icance using 1000 permutations (Bjornstad & Falck
2001). We used lag distances of 500 m for zooplank-
ton models, reflecting the shortest distance travelled
between zooplankton tows, and 1000 m for
phalarope models, representing the bin size used to
assess phalarope counts, up to a distance of 10 km.
If significant spatial autocorre lation was observed in
model residuals at any distance lag, we fitted gener-
alized additive mixed models (GAMMs) with an
AR1 autoregressive correlation structure (Dormann
et al. 2007). We then compared GAM and GAMM
models to determine whether autocorrelation influ-
enced the model results.

We conducted all statistical analyses in the R statis-
tical package (version 2.9) using the ‘mgcv’, ‘ncf’,
and ‘stats’ packages to evaluate GAMs and GAMMs,
Moran’s I correlograms, and Pearson’s correlation
coefficients, respectively.

RESULTS

We conducted 133 zooplankton tows on the Brier
Island ledges, and 117 tows with concurrent oceano-
graphic data (16 tows were conducted during phala -
rope surveys). On average, Calanus finmarchicus
made up 54% of the copepod species collected.
There was a high degree of variation between sam-
ples, with C. finmarchicus ranging from 4.5 to 95.5%
of copepods and from 0.01 to 200.6 ind. m−3, and dry
biomass of zooplankton samples ranging from 0.01 to
13.8 mg m−3. Stages CIV to CVI C. finmarchicus
dominated zooplankton tows, making up 90.2% of all
C. finmari chus individuals. The average density of
total and stage CV C. finmarchicus (ind. m−3) peaked
in late Au gust. Due to the large variation in abun-
dance and biomass, we also examined trends in C.
finmarchicus through time using maximum observed
values and found that the maximum density of stage
CV C. finmarchicus (ind. m−3) also peaked in late
August (Fig. 2).

We analyzed separate models using daily SST
anomalies and SST values as predictor variables
of copepod density and phalarope counts be cause
these terms provided different means of examining
the importance of temperature and were highly cor-
related (Pearson’s correlation, r = 0.74, p < 0.001).
Variables included in the optimal model describing
total Calanus finmarchicus density were current
speed, SST, distance to ledge, time since slack low
tide, and depth gradient (Table 1). The density of C.
finmarchicus was strongly and  negatively correlated
with distance to ledge (20 m contour) and SST, and
positively correlated with current speed. The high-
est densities of C. finmarchicus were observed at
~3 h into the flood tide, and at intermediate or high
values of depth gradient (Fig. 3). To illustrate tempo-
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Dependent Variables used Estimate ± SE t p Deviance R2

variable in model explained (%)

C. finmarchicus (intercept) 3.02 ± 0.33 9.15 1.07 × 10−12 71.0 0.68
density D20 3.59 × 10−5

(ind. m−3) Current speed 1.65 × 10−2

SST 2.57 × 10−7

Time since low tide 1.14 × 10−2

Δ depth 1.90 × 10−3

Stage CV (intercept) 2.54 ± 0.38 6.78 2.62 × 10−9 57.3 0.37
C. finmarchicus D20 0.031
density Current speed 0.0012
(ind. m−3) SST 0.0064

C. finmarchicus (intercept) 1.72 ± 0.084 20.54 <2.00 × 10−16  33.3 0.29
as a proportion D20 1.27 × 10−3

of total copepods Current speed 5.95 × 10−2

SST 1.05 × 10−2

Dry mass of (intercept) −7.93± 0.14 −57.79 < 2.00 × 10−16  36.6 0.34
zooplankton samples D20 2.39 × 10−5

(mg m−3) SST 2.42 × 10−3

Phalarope counts (intercept) 2.74 ± 0.34 8.08 5.07 × 10−13 51.0 0.30
Current speed 4.00 × 10−3

SST 9.80 × 10−10

D20 7.61 × 10−4

Table 1. Variables included in best fit models for total Calanus finmarchicus, stage CV C. finmarchicus, C. finmarchicus as
a proportion of total copepods, dry zooplankton bio mass and phalarope counts. D20 = distance to 20 m contour; SST = sea 

surface temperature; Δ depth = depth gradient (percent rise)

Fig. 3. Response curves for
generalized additive models
(GAMs) of Cala nus fin-
marchicus density (ind. m−3)
 relative to significant oceano-
graphic predictor variables.
Dashed lines = ±2 SE; rug
plots = distribution of data 

along the x-axis
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ral trends in the abundance of C. finmarchicus,
 fluctuations in total C. finmarchicus density at a
given  location on Northwest Ledge are shown
throughout the tidal cycle relative to SST and cur-
rent speed in Fig. 4.

For stage CV density and the proportion of Calinus
finmarchicus in zooplankton tows, distance to ledge,
 current speed and SST were the best predictors
(Table 1). In both models, distance to ledge (20 m
depth contour) showed a strong negative relation-
ship with the model response, while the model
response differed somewhat for the models evaluat-
ing CV density and the proportion of C. finmarchicus
among copepods. The density of stage CV C. fin-
marchicus increased with current speed and leveled
off at current speeds of ~1 m s−1, while the proportion
of C. finmar chicus increased with current speed
throughout the range of current speeds measured.
Both stage CV density and the proportion of C. fin-
marchicus among copepods showed a strong nega-
tive relationship with SST (Figs. 5 & 6). SST and dis-
tance to ledge were the only significant predictors of
dry zooplankton biomass (Table 1) and dry zooplank-
ton biomass was negatively correlated with both of
these variables (Fig. 7). Adjusted R2 values for the
models ranged from intermediate (0.37 for stage CV
C. finmarchicus density, 0.29 for the  proportion of
C. finmarchicus among copepods, and 0.30 for dry
zooplankton biomass) to high (0.68 for total C. fin-
marchicus density), indicating a good model fit. For
all zooplankton models, correlograms indicated no
significant spatial autocorrelation in model residuals.

Distance to the 20 m contour was an important
 predictor value in all of the zooplankton GAM mod-
els, so we used this parameter to examine the spatial
and temporal extent of the effects of the ledges on
surface zooplankton densities. Raw data plots of the
number of Calanus finmarchicus m−3 vs. distance to
the 20 m contour suggested that we would expect to
observe measurable effects of the physical environ-
ment on the abundance of zooplankton at the surface
at distances of 1100 m from the ledges (defined by
the 20 m contour). To examine whether this distance
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appropriately captured patterns in the abundance of
C. finmarchicus, we compared temporal patterns in
the abundance of C. finmarchicus collected at loca-
tions both within and beyond 1100 m of Northwest
Ledge (69 samples were collected within this dis-

tance, while 48 were collected beyond this distance).
Both the average and maximum abundance of C. fin-
marchicus were higher within 1100 m of Northwest
Ledge, particularly during the flood tide phase. Due
to the high degree of variation between samples as
described above, we focused on the maximum abun-
dance of C. finmarchicus throughout the tidal phase
both within and beyond 1100 m (Fig. 8). Given the
observed relationship between current speed and
surface densities of C. finmarchicus and zooplankton
biomass, we expected that broader temporal trends
in current speed might also have important effects on
the abundance of C. finmarchicus in surface waters.
Fig. 9 shows the maximum observed abundance of
total C. finamarchicus and stage CV C. finmarchicus
relative to the average tidal amplitude at Brier Island
(determined from tidal charts for Westport, NS).
Maximum tidal amplitude peaked in the week of
25−31 August, as did the maximum abundance of
total C. finamarchicus and stage CV C. finmarchicus
in surface waters.

The GAM describing phalarope counts performed
relatively well (R2 = 0.30) and indicated that the best
model included current speed, SST, SST gradient
and distance to ledge. Correlograms indicated signif-
icant positive spatial autocorrelation in phalarope
model residuals at a distance lag of ~8000 m. Conse-
quently, GAMMs were constructed using an autocor-
related correlation structure, and results indicated
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Fig. 6. Response curves for generalized additive models (GAMs) of Calanus finmarchicus as a proportion of total copepods rel-
ative to significant oceanographic predictor variables

Fig. 7. Response curves for general-
ized additive models (GAMs) of dry
zooplankton biomass (mg m−3) rela-
tive to significant oceanographic pre-
dictor variables. Dashed lines = ±2 SE;
rug plots = distribution of data along 

the x-axis

Fig. 8. Maximum Calanus finmarchicus density (ind. m−3) by
tidal phase on Northwest Ledge (within 1100 m of the 20 m 

depth contour) and off of Northwest Ledge
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that SST gradient was not a significant predictor vari-
able in the mixed model. The full mixed model
excluding this variable found no significant residual
spatial autocorrelation. The resulting mixed model
for phalarope counts is described in Table 1. Phala -
ropes were most abundant at low to mid values of
current speed, and at intermediate values of distance
to ledge (Fig. 10), which differed from the zooplank-
ton models. As with surface zooplankton densities,
phalaropes were found to be more abundant in
regions of low SST, with the highest phalarope
aggregations occurring at temperatures of less than
10.5°C (Fig. 10).

DISCUSSION

Calanus finmarchicus and other zooplankton are
physically forced into surface waters at the Brier
Island ledges due to interactions between strong
tidal currents and steep bathymetric gradients. Our
findings build on previous studies, which demon-

strated high surface densites of C. finmarchicus and
emphasized the importance of weed slicks in aggre-
gating zooplankton in this region, but did not ex -
amine temporal variation in zooplankton densities or
zooplankton counts within tidal phases (Brown &
Gaskin 1989). Our models highlighted the im -
portance of tidally driven upwelling in structuring
zooplankton distributions in surface waters. Both the
total density of C. finmarchicus and the proportion of
this species to total copepods were strongly
 correlated with SST, distance to the ledge, and cur-
rent speed. Together, stages CIV to CVI made up
90.2% of the total C. finmarchicus in surface zoo-
plankton tows over the Brier Island ledges, although
these stages are typically found in much deeper
water during daylight hours in the Bay of Fundy
(Baumgartner et al. 2003). Stage CV C. finmarchicus
are a particularly important energy resource for phala -
ropes, and this stage typically occurs at depths of 50
to >100 m during daylight hours (Baumgartner et
al. 2003).

The density of Calanus finmarchicus showed a sig-
nificant negative relationship with SST and a positive
relationship with current speed, indicating that local
upwelling occurring during periods of high current
speed creates aggregations of C. finmarchicus in sur-
face waters, particularly on the flood tide. Observa-
tions of water temperature at depth in the Bay of
Fundy, which typically declines from surface temper-
atures of 10.5−11°C to 10°C at depths of 40−50 m dur-
ing August and September, further support the hypo -
thesis that tidal forcing aggregates zooplankton in
surface waters. C. finmarchicus stages typically found
at or below these depths (Baumgartner & Mate 2003)
were particularly prevalent in surface waters with
temperatures of ~10°C or lower. Total dry zooplank-
ton biomass, representing all zooplankton species
observed in surface waters, also showed similar rela-
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tionships with oceanographic processes over the
Brier Island ledges. Taken together, therefore, our
observations support the original hypothesis pro-
posed by Brown (1980).

Model results and zooplankton measurements on
the ledges (Figs. 3 & 8) indicated that the abundance
of Calanus finmarchicus was highest during the flood
tide phase. ADCP data indicated that during this tide
phase, the northwestern part of the ledge was domi-
nated by a stronger eastward flow than elsewhere on
the ledge; and thus waters in this region pass over a
very steep bathymetric gradient, resulting in strong
vertical mixing. In addition, this causes a conver-
gence of strong tidal currents on this part of the
ledge. Both of these factors likely lead to increased
densities of zooplankton in surface waters at this
location during the flood tide.

Our models also indicated that both phalaropes
and Calanus finmarchicus were more abundant in
areas of low SST (e.g. Figs. 3, 4b, 5, 6, 7 & 10).
Phala ropes are visual predators (Mercier 1983), and
it is possible that the birds may be able to identify
surface manifestations of upwelling to help locate
prey aggregations. Interestingly, phalaropes were
associated with regions of lower current speed and
intermediate distances from the ledge, but maxi-
mum C. finmarchicus distributions occurred in close
proximity to the ledge and at high current speeds.
These findings are consistent with our visual obser-
vations of phala ropes near the ledge. When current
speeds were highest, the surface waters immedi-
ately over the ledge were quite turbulent, and cur-
rent speeds tended to be higher immediately over
the ledges (authors’ unpubl. obs.). As visual preda-
tors, phala ropes may require relatively calm waters
to locate individual zooplankton prey, and thus
avoid rough waters immediately over the ledges. In
addition, Brown (1980) hypothesized that cool waters
up welled over the ledges drift downstream and cre-
ate convergence streaks, where zooplankton and
flotsam are aggregated at the surface as they sink,
and that phala ropes might follow these upwelled
patches of water. This hypothesis, along with our
observation of rough waters over the ledges when
cold water is up welled, could explain the differ-
ences in the oce ano graphic parameters associated
with phalarope and copepod abundance. Studies
quantifying the fine-scale movements of phalaropes
throughout the tidal cycle are logistically challeng-
ing to undertake, parti cularly due to the small size of
the birds (~30 g in mass) but would improve our
understanding of phalarope habitat use in this area
considerably. In the future, lighter GPS tags sam-

pling at a high spatial resolution may allow us to
examine these trends in detail.

If phalaropes avoid rough waters immediately
above the ledges or use weed slicks as a visual cue to
detect prey aggregations in cool waters that have
drifted downstream, one would expect a negative
relationship between phalarope abundance and both
SST and current speed, as observed. Similarly, one
would expect to see maximum values of phalarope
abundance to occur at intermediate distances from
the ledge, as indicated by our model. Copepod densi-
ties would be expected to be high in these down-
stream regions of upwelled water, although not as
high as in upwelling regions immediately above the
ledge, as reflected in the copepod GAM models.
Future studies following patches of low SST through
time, or those incorporating fine-scale optical plank-
ton counter (OPC) surveys with concurrent oceano-
graphic surveys to provide continuous measure-
ments of zooplankton distributions, would allow
zooplankton to be evaluated relative to drifting
patches of upwelled water. However, OPC measure-
ments would not provide measurements in the upper
centimeters of the water column, which are acces -
sible to phalaropes; therefore, surface zooplankton
tows should be included when assessing prey avail-
ability for this species of concern. Studies linking
movements of cool water patches through time with
the aggregation of surface zooplankton and forma-
tion of weed slicks, though logistically challenging,
would be particularly relevant to studies of phala -
rope  foraging.

Our models suggested that proximity to the Brier
Island ledges, current speed, SST and tidal state
were significant predictors of the abundance of
Calanus finmarchicus. These findings demonstrate
that the ledges affect the abundance of surface C.
finmarchicus densities at fine spatial and temporal
scales. Thus, the location of samples collected rela-
tive to the ledge and the timing of the tidal phase are
important factors to consider during future efforts
seeking to quantify available phalarope prey in this
migratory stopover region. This would allow future
studies to make comparisons with the results of the
present study, and to further sampling efforts in
phalarope foraging habitat. The significant effects of
oceanographic processes on zooplankton abundance
in both space and time highlights that these underly-
ing processes must be considered before patterns in
zooplankton or phalarope abundance can be under-
stood over both short and long time scales.

Oceanographic processes in other locations within
the Bay of Fundy also create dynamic foraging habi-
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tat for phalaropes. Phalaropes likely move between
different foraging patches over different tidal phases.
For example, we observed phalaropes feeding on
weed ‘slicks’, likely associated with convergence
fronts (Brown 1980), south of Brier Island during low
tide — when convergence between in- and  out-
flowing tidal currents would be expected. Similarly,
observations of foraging phalaropes from aerial
 survey data suggest that these birds are associated
with bathymetric gradients and features in other
locations within the Bay of Fundy (R. Hunnewell
unpubl. obs.). Evaluating surface zooplankton distri-
butions in these areas would provide a more com-
plete picture of the prey field currently available to
foraging phalaropes. Ongoing bay-wide aerial and
boat-based surveys in the Bay of Fundy by the
Manomet Center for Conservation Science will pro-
vide a more comprehensive picture of present-day
phalarope habitat use within this region.

We emphasize that the physical mechanism influ-
encing the distribution of Calanus finmarchicus is
one of direct tidal forcing and physical advection.
This differs from the mechanism of prey aggregation
in many oceanographic features, in which increases
in primary productivity are followed by time-lagged
effects at successive trophic levels of the food web
(e.g. Croll et al. 2005). The effects of biophysical
interactions appeared to be most pronounced within
1100 m of the Brier Island ledges, but continuous
sampling would be required to assess the spatial di -
mensions of zooplankton patches. Again, optical
plankton counters would be useful in further assessing
fine-scale zooplankton patch dynamics in this area.

In recent research in the Bay of Fundy, maximum
depth-integrated densities of stage CV Calanus fin-
marchicus observed by Michaud & Taggart (2007)
were similar to those in the present study (~1200
Stage CV C. finmarchicus m−3 in both cases). How-
ever, it is unclear how, or to what extent, the abun-
dance and species composition of zooplankton in the
Bay of Fundy may have changed since large phala -
rope aggregations were observed in the 1980s. Long-
term zooplankton sampling studies in the Gulf of
Maine have indicated a dramatic change in zoo-
plankton community structure during the late 1980s.
C. finmarchicus in the Gulf of Maine declined
between 1989 and 1991 and remained low through-
out the 1990s, likely due to changes in circulation
associated with the North Atlantic Oscillation (Persh-
ing et al. 2005). These changes in C. finmarchicus are
thought to have influenced the abundance of another
predator foraging primarily on this zooplankton spe-
cies, the North Atlantic right whale Eubalaena glaci -

alis (Greene & Pershing 2004) and may have played a
role in the decline in red-necked phalaropes using
the Bay of Fundy as a migratory stopover. Red-
necked phalaropes have not been reported in such
large aggregations during summer months since
studies by Mercier (1983) and Brown & Gaskin (1988,
1989), despite increases in C. finmarchicus in the
Gulf of Maine in recent years (Pershing et al. 2005).
This suggests that the decreases in red-necked
phalaropes in the Bay of Fundy may reflect popula-
tion declines rather than shifts in habitat use.

Several studies have found associations between
foraging seabirds and tidally-driven oce anographic
features, and some have demonstrated that temporal
components of these features were important fac-
tors influencing seabird abundance and distribution
(Braune & Gaskin 1982, Zamon 2003). However, the
mechanism by which these features create regions of
increased prey for foraging seabirds was not investi-
gated specifically. Independent of seabird research,
many studies have evaluated processes creating
aggregations of zooplankton and fish relative to dif-
ferent bathymetric features such as continental shelf
breaks, banks, seamounts and canyons (e.g. Werner
et al. 1993, Townsend & Pettigrew 1996, Genin 2004).
Several studies have suggested that bathymetric
 features have important effects on seabird foraging
habitat (e.g. Coyle et al. 1992, Hunt et al. 1998),
though few studies of seabirds in relation to bathy-
metric features have in cluded surveys of prey distri-
bution. Hunt et al. (1998) demonstrated that crested,
least, and parakeet auklets show species-specific
patterns, foraging in re gions of shallow passes in the
Aleutian Islands that are upstream, downstream, and
on top of the passes, respectively. Spatial differences
in the location of the different prey species of these
auklets were found to drive this pattern of differen-
tial habitat use, and increased tidal speed was associ-
ated with an in crease in the number of auklets forag-
ing in the passes. While biological oceanographers
have made substantial progress in understanding
how biophysical interactions within different oceano-
graphic features structure biological patterns (e.g.
Alldredge & Hamner 1980, Wolanski & Hamner
1988, Tremblay & Sinclair 1992, Genin 2004), our
understanding of how the effects of these interac-
tions are transferred up the food web to foraging sea-
birds could be improved by studies such as that of
Hunt et al. (1998) which connect physical oceano-
graphic processes with distributions of both foraging
seabirds and their prey.

In conclusion, our results support the hypothesis of
Brown (1980) and demonstrate that strong tidal cur-
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rents generate zooplankton-rich upwelling hotspots
above the ledges at fine temporal and spatial scales.
We documented the zooplankton prey field available
to phalaropes foraging in the Brier Island region of
the Bay of Fundy and demonstrated the importance
of physical forcing in structuring zooplankton abun-
dance and species composition at fine spatial and
temporal scales. At broader scales, we observed high
variation in the density of surface zooplankton sam-
ples due to the extremely dynamic nature of this
area, demonstrating the need for careful survey
design and methods in future assessments of zoo-
plankton distributions in this region, particularly in
efforts to quantify phalarope prey. It is particularly
important to capture this source of variation in the
distribution of prey, so that we can accurately assess
the potential drivers of the demography of red-
necked phalaropes in the Bay of Fundy.
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INTRODUCTION

As resource exploitation and anthropogenic distur-
bance of marine ecosystems have increased, there
has been a commensurate increase in the effort to
identify and protect biodiversity (Boersma & Parrish
1999, Hyrenbach et al. 2000, Yen et al. 2006, Nur
et al. 2011). Marine birds represent the most visible
component of these systems, yet our understanding
of the factors that affect their habitat use and local
diversity are limited.

At coarse scales (100 to 1000 km), increased num-
bers and species of marine birds have been associ-

ated with large oceanographic features such as fronts
and upwellings (Hunt & Schneider 1987, Hunt et al.
1998, Spear et al. 2001, Piatt et al. 2006, Suryan et al.
2006, Weimerskirch 2007). However, at finer scales,
associations between oceanographic features and
marine bird distributions have been more difficult to
quantify (Schneider & Piatt 1986, Hunt & Schneider
1987, Fauchald et al. 2000). This difficulty has been
attributed to the imperfect knowledge of predators
regarding where and when prey are available
(Schneider & Piatt 1986), the mismatch between eco-
system components (Francis et al. 1998) and the
patchy and ephemeral nature of the prey concentra-
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ABSTRACT: Areas with high species richness have become focal points in the establishment of
marine protected areas, but an understanding of the factors that support this diversity is still
incomplete. In coastal areas, tidal currents—modulated by bathymetry and manifested in variable
speeds—are a dominant physical feature of the environment. However, difficulties resolving
tidally affected currents and depths at fine spatial-temporal scales have limited our ability to
understand their influence on the distribution of marine birds. We used a hydrographic model of
the water mass in Glacier Bay, Alaska, USA, to link depths and current velocities with the loca-
tions of 15 common marine bird species observed during fine-scale boat-based surveys of the bay
conducted during June of 4 consecutive years (2000 to 2003). Marine birds that forage on the bot-
tom tended to occupy shallow habitats with slow-moving currents; mid-water foragers used habi-
tats with intermediate depths and current speeds; and surface-foraging species tended to use
habitats with fast-moving, deep waters. Within foraging groups there was variability among spe-
cies in their use of habitats. While species obligated to foraging near bottom were constrained to
use similar types of habitat, species in the mid-water foraging group were associated with a wider
range of marine habitat characteristics. Species also showed varying levels of site use depending
on tide stage. The dramatic variability in bottom topography—especially the presence of numer-
ous sills, islands, headlands and channels—and large tidal ranges in Glacier Bay create a wide
range of current-affected, fine-scale foraging habitats that may contribute to the high diversity of
marine bird species found there.
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tions (Hunt & Schneider 1987). One factor that has
not been well studied is the role of fine-scale spatial
and temporal variability of environmental factors
affecting the distribution of marine birds. In part, this
has been due to a lack of high-resolution environ-
mental data.

The issue of fine-scale habitat use is of particular
importance for understanding the distribution of
marine birds in coastal areas, where tidally affected
currents and water depths provide high levels of
 spatial and temporal habitat heterogeneity. Bottom
depth directly affects accessibility to prey, especially
for obligate bottom-feeding species, while current
speed affects prey encounter rates (Sims et al. 2008)
and may contribute to the concentration or disper-
sion of prey aggregations (Alldredge & Hamner
1980). In Alaska, tide-related changes in depth are
not insignificant, as tides routinely range in height
between 3 and 5 m, with extremes of up to 13 m. In
coastal areas, tidal regimes should provide marine
birds with predictable foraging conditions due to
diurnal and monthly cycles (Holm & Burger 2002).

Until recently, the difficulties of acquiring high-res-
olution (100 m) data on constantly changing  physical
factors such as tidal currents have limited our ability
to test for associations at these scales. Recent ad-
vances in high-resolution hydrographic models make
it possible to model fine-scale cur rent speeds and
depths over time and, therefore, to directly assess

tidal effects on habitat use by different marine
species (Etherington et al. 2007, Chenoweth et al.
2011). In addition to current strength and depth, tidal
current direction (ebb or flood) may also be important.
Black-legged kittiwakes Rissa tridactyla in Prince
William Sound were found to concentrate their forag-
ing efforts during ebbing tides (Irons 1998), and, in
the Bering Sea, murre Uria spp. foraging has been
linked to tidal ebbs (Coyle et al. 1992).

Glacier Bay, a glacially affected fjord in southeast
Alaska, is known to have high primary productivity
(Etherington et al. 2007), diverse fish communities
(Arimitsu et al. 2003) and a diverse assemblage of
marine top-predators (Drew et al. 2008). Species-
richness data from the North Pacific Pelagic Seabird
Database (NPPSD) (USGS 2012) indicate that Glacier
Bay is a regional marine bird hotspot (Fig. 1). Species
that comprise the diverse Glacier Bay marine bird
community (Drew et al. 2008) employ a wide variety
of foraging strategies and food types. As such, physi-
cal factors such as current speed and bottom depth
should influence the choice of habitats used by each
species in the bay. Our objectives were to investigate
the use of habitats created by basic tidal forces, i.e.
speed, direction and bottom topography on the distri-
bution of 15 common marine birds in Glacier Bay.
From this, we hope to improve our understanding of
coastal habitat use and species richness of marine
birds in southeast Alaska.

Fig. 1. Species richness
across Southeast Alaska,
USA, and western British
Columbia, Canada. Data
were obtained from the
North Pacific Seabird Data -
base and binned into 50 × 

50 km cells
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METHODS

Study area

Glacier Bay is a 100 km long Y-shaped glacial
fjord in southeast Alaska, with a complex shoreline
that includes several constrictions (Fig. 2). The
bathymetry of the bay includes numerous sills and
basins up to 457 m deep (Fig. 2). Tides in the bay
range from an average of 3.7 m at Bartlett Cove to
4.2 m in the upper part of the bay. The hydro-
graphic interactions of this complex marine area
result in a wide range of tidal effects including
extreme current speeds and complete mixing in
shallow narrow sections such as Sitakaday Narrows
(Etherington et al. 2007, Hill et al. 2009). Glacier
Bay supports large concentrations of zooplankton
and forage fish (Abookire et al. 2002, Robards et
al. 2003, Arimitsu et al. 2008), as well as abundant
benthic invertebrates (Bodkin et al. 2007). In turn,
these forage resources support a large number and
variety of marine bird species (Robards et al. 2003,
Bodkin et al. 2007).

Bird survey design

We conducted surveys for marine birds and mam-
mals in Glacier Bay, Alaska, during the summers of
2000 to 2003 using a systematic design to sample all
areas of the bay. The entire coastline of Glacier Bay
was surveyed, and offshore areas were sampled with
a series of transects perpendicular to the shore
spaced 2.5 km apart. We used strip-transect protocols
established by the US Fish and Wildlife Service
(USFWS) for census of marine bird and mammal
communities (Gould & Forsell 1989). All marine birds
observed within the 300 m wide strip-transect were
recorded continuously. Because surveys were con-
ducted during the reproductive season when ener-
getic needs peak, we expected that this would also
be the period with the strongest correlation between
the availability of prey and the distribution of top
predators. We included all observations of surface-
foraging birds, due to our inability to distinguish
active searching from transiting. For all other species
only those on the water were used for analysis. De -
tailed descriptions of the survey tracks and methodo -
logy can be found in Drew et al. (2008).

Current modeling

To investigate correlations be -
tween bird observation locations and
tidal conditions, 2 different measures
of tidal velocity were computed. The
first was the root-mean-square (RMS)
value of the velocity. Mean values of
tidal velocity are generally very close
to zero, when averaged over many
tidal cycles; therefore, the RMS value
is a much more useful indicator of
tidal strength and potential mixing of
the water column. The second meas-
ure of interest was simply the mod-
eled instantaneous depth-averaged
(baro tropic) velocity at each bird ob -
servation site, at the time of ob -
servation.

To obtain both of these measures
of tidal velocity, the tidal model
ADCIRC (Luettich & Westerink 1991)
was applied to the Glacier Bay
region. ADCIRC uses an unstruc-
tured finite-element mesh in the
 horizontal plane and can be run
in 3-dimensional or 2-dimensional
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Fig. 2. Glacier Bay study area, associated bathymetry and place names
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depth-averaged modes. The model can be forced
with open boundary tides, freshwater runoff, and
surface wind stress and pressure fields. ADCIRC
outputs time series of elevation and velocity and
(optionally) harmonic analysis results. Previous
application of the model to Glacier Bay revealed
the rich spatial structure of tidal amplitudes and
barotropic velocity circulation patterns (Hill et al.
2009). The computational extent of both that and
the present modeling effort included all of Glacier
Bay proper, as well as the outlying waters of Icy
Strait and Cross Sound. Tidal parameters predicted
by computational runs with this mesh were vali-
dated by demonstrating excellent agreement with
values accepted and distributed by the National
Oceanographic and Atmospheric Association (NOAA)
(Hill et al. 2009).

For our study, estimates of RMS tidal velocity were
derived from simulating 90 d of tidal motion. The
open boundaries were forced with 10 tidal con-
stituents drawn from the ENPAC database (Spargo et
al. 2004). After 30 d of ramp-up, to help suppress
 initial transients, harmonic analysis was applied to
the remaining 60 d of model output to determine
the amplitudes and phases of the primary tidal con-
stituents for both water surface elevation and water
velocity. RMS velocities were obtained from these
constituents.

To estimate instantaneous tidal velocity, a total
of 4 computational runs were conducted, 1 for
each summer survey (2000 to 2003). Each model
run began with a ramp-up before the first bird
observation and lasted until the last bird observa-
tion. As with the RMS runs, the model was forced
by tides at the 2 open boundaries (Spargo et al.
2004). No meteorological or river forcing was used.
Figs. 9 & 10 of Hill et al. (2009) demonstrate that
the depth-averaged velocity is strongly dominated
by tidal forcing, as opposed to the freshwater
runoff, justifying this choice. The nodal factors
and equilibrium arguments, which are used to set
the ‘starting time’ for each simulation, were ob -
tained from the T_TIDE Matlab package (Paw -
lowicz 2002).

For each model run, time series of water surface
elevation and velocity were computed and recorded
in 30 min intervals, at every location reporting a bird
observation for that particular year. As a final step,
the output data were temporally interpolated to
the exact observation times, thereby providing an
‘instantaneous’ calculation of tidal elevation and
velocity at each observation location (latitude, longi-
tude) at the time of observation.

Data analysis

To examine the differential use of habitats by mar-
ine birds in relation to the physical factors that define
them, we used the ADCIRC model to identify depth
and current values associated with each observation
time and location collected during boat surveys.
Tidal stage was determined by extracting tidal in -
formation using the NOAA Tide/Current Predictor
(www.tidesandcurrents.noaa.gov). Although there is
some variation in tides across the length of Glacier
Bay, we were restricted to the only tide station in
Bartlett Cove, which had a range of 3.7 m (Fig. 2).
The extracted data had a resolution of 1 min and
were assigned as either ebb or flood. We used time to
match the tidal stage with the ADCIRC output for
each bird observation. Due to the variability in group
size and the affinity for grouping among some spe-
cies, we treated all observations, whether of groups
or single birds, as a single observation. We classified
the 15 species into 3 groups, surface feeders, mid-
water feeders and bottom feeders, based on their
 foraging habits within the water column.

Logistic regression was used to test the presence or
absence of each species or foraging group for associ-
ations, when birds were observed, with 3 variables:
(1) instantaneous depth, hereafter referred to as used
depth; (2) instantaneous current speed, hereafter
referred to as used current; and (3) tidal direction
(ebb or flood). Although wind has long been identi-
fied as an important factor in coastal upwelling
(Smith 1968, Small & Menzies 1981), previous re -
search on the oceanographic patterns in Glacier Bay
suggested that wind was not a major factor influ -
encing the stability of the water column in the bay
(Etherington et al. 2007); therefore, we did not
include it in our analysis.

While the logistic regressions indicate which of
the environmental factors are influencing the use
of sites by species, marine habitats are tempo -
rally variable. Species may select locations during
periods when currents or depths are higher or
lower than expected based on the RMS currents or
mean sea level (MSL). These patterns of use may
provide a form of resource partitioning between
species. For example, some species may use habi-
tats with high RMS currents, but only when cur-
rents are below the RMS value. The logistic re -
gressions could identify the use of high or low
current speeds, but not whether currents or depths
were higher or lower than expected based on
average values. Use of sites during periods with
specific current or depth conditions could provide
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insights regarding results of our lo -
gistic regressions. Fortunately, the
ADCIRC model provided both in -
stantaneous and RMS current speeds,
as well as instantaneous and MSL
depths. We used paired t-tests to
compare used versus RMS current
speeds and used versus MSL depths
for all species. A significant result in
the paired t-test would suggest that a
species was using areas at current
flows different from the RMS values.
We used 95% CI plots of the dif -
ference between used and ex pected
currents and depths to identify
whether species were using sites
under specific conditions. If a species
focused their use on an area regard-
less of in stantaneous current and
depth factors, we would expect the
mean use to be zero.

RESULTS

There is a general increase in RMS
current speeds moving from the head
of Glacier Bay to the mouth (Hill et
al. 2009). Areas of physiographic con-
striction, such as those found at Sita -
kaday Narrows and in Adams inlet (Fig. 2) were
 characterized by particularly high RMS values
(Fig. 3). Although there was a correlation between
bottom depth and current speed (n = 12 995, p <
0.001), depth explained <1.3% of the variation in
 current speeds, so we treated these 2  factors as
 independent.

Habitat associations of foraging groups

Logistic regressions conducted on the 3 foraging
groups indicated differences in the use of sites by
depth and current speed (Table 1). Bottom foragers
used shallow habitats (Fig. 4) with slow average cur-
rent speeds (Fig. 5). Surface foragers used habitats
with deeper water (Fig. 4) and the fastest current
speeds (Fig. 5). Mid-water foraging birds used habi-
tats that fell between the other 2 groups in terms of
both depth and current speed. None of the 3 foraging
groups showed any preference for tidal direction
(Table 1).

Habitat associations by species

Depth was a significant factor in the use of sites by
the majority of species. Of the 15 species tested,
11 had an association with depth (Table 1; see also
for scientific names and codes). Glaucous-winged
gulls, black-legged kittiwakes, marbled murrelets
and  Kittlitz’s murrelets used sites with depths greater
than the average for other species (Fig. 6). Con-
versely, mew gulls, common loons, pelagic cormo -
rants, common mergansers, pigeon guillemots, harle-
quin ducks and white-winged scoters used habitats
that were shallower than the average for other
 species (Fig. 6). In addition to species-specific dif -
ferences in selected depths, there was considerable
variation within all foraging groups. These differ-
ences were most pronounced in the mid-water group
which contained the species using the shallowest
depths (common merganser) and the deepest depths
(Kittlitz’s murrelet).

Significant associations were identified between cur -
rent speeds and 10 of the 15 species tested (Table 1).
Glaucous-winged gulls, black-legged kittiwakes,
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Fig. 3. Tidal currents in Glacier Bay, Alaska. Root-mean-square (RMS) current
flow from the ADCIRIC model. Light areas: low currents, dark areas: high 

currents (see key)
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 Arctic terns, common mergansers, pigeon guille-
mots and marbled murrelets were associated with
faster currents (Fig. 7). Pelagic cormo rants, harlequin
ducks, white-winged scoters and surf scoters were
associated with slower  currents (Fig. 7). There was
considerable variation in used current speeds among
species in the surface foraging and mid-water forag-
ing groups. However, bottom foraging species were
more uniform, with all being associated with slower
than ex pected current speeds.

Tidal direction was significantly associated with
the use of areas by glaucous-winged gulls, mew
gulls, black-legged kittiwakes, Arctic terns, pelagic
cormorants and pigeon guillemots (Table 1). Tidal
direction was identified as significant for 4 of the 5
surface foragers and 2 of the 7 mid-water foragers.
None of the 3 bottom foragers displayed any associa-
tion with tidal direction. Herring gulls Larus argen -
tatus were the only surface foraging species that
was not associated with tidal direction, but were also
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Species Code Foraging Observations Depth Current Ebb− Direction
group (n) (m) (m s−1) Flood

Surface foraging group
Glaucous-winged gull Larus glaucescens GWGU Surface 1626 * *** ** Ebb
Herring gull Larus argentatus HEGU Surface 160 ns ns ns −
Mew gull Larus canus MEGU Surface 673 *** ns ** Ebb
Black-legged kittiwake Rissa tridactyla BLKI Surface 1590 *** *** ** Flood
Arctic tern Sterna paradisaea ARTE Surface 534 ns *** * Flood
Overall surface foragers Surface 3722 *** *** ns −

Mid-water foraging group
Common loon Gavia immer COLO Mid-water 96 *** ns ns −
Pacific loon Gavia pacifica PALO Mid-water 83 ns ns ns −
Pelagic cormorant Phalacrocorax pelagicus PECO Mid-water 97 * * * Flood
Common merganser Mergus merganser COME Mid-water 299 *** *** ns −
Marbled murrelet Brachyramphus marmoratus MAMU Mid-water 3265 *** *** ns −
Kittlitz’s murrelet Brachyramphus brevirostris KIMU Mid-water 752 *** ns ns −
Pigeon guillemot Cepphus columba PIGU Mid-water 3136 *** *** * Ebb
Overall mid-water foragers Mid-water 7620 *** *** ns −

Bottom foraging group
Harlequin duck Histrionicus histrionicus HADU Bottom 279 *** ** ns −
White-winged scoter Melanitta fusca WWSC Bottom 246 *** * ns −
Surf scoter Melanitta perspicillata SUSC Bottom 194 ns ** ns −
Overall bottom foragers Bottom 719 *** *** ns −

Table 1. Logistic regressions on 15 species and 3 foraging groups testing for associations with depth, currents and tidal
 direction. Marine bird survey data were collected in Glacier Bay, Alaska, USA, during the summers of 2000 to 2003. ns: not 

significant; *: p < 0.05; **: p < 0.01; ***: p < 0.001

Fig. 4. Depths at marine bird observation sites within Gla-
cier Bay (2000 to 2003) grouped into 3 foraging classes: bot-
tom, (n = 719), mid-water (n = 7620) and surface (n = 3722). 

Means ± 95% CI

Fig. 5. Current speed at marine bird observation sites within
Glacier Bay (2000 to 2003) grouped into 3 foraging classes:
bottom (n = 719), mid-water (n = 7620) and surface (n = 

3722). Means ± 95% CI
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the least common species (Table 1). Among the mid-
water foraging species that exhibited a preference
for tidal direction, 4 most commonly used floods and
3 most commonly used ebbs. Within groups there was
no consistency in the choice of tidal direction.

Paired comparisons between instantaneous depths
and MSL indicated that 9 of the 15 species used sites
when depths were significantly different than the
average (Table 2). Plots of used versus MSL depths
indicated that Arctic terns and common loons used
sites when depths were greater than expected
(Fig. 8). Conversely, glaucous-winged gulls, mew
gulls, black-legged kittiwakes, pigeon guillemots,
marbled murrelets, Kitt litz’s murrelets and harlequin
ducks used sites when depths were less than
expected for used locations (Fig. 8).

Paired comparisons between instantaneous cur-
rents and RMS (average) currents for these same
locations indicated that 7 of the 15 species used sites
when currents were significantly different than the
RMS currents. Glaucous-winged gulls, black-legged
kittiwakes, Pacific loons Gavia pacifica, pigeon guille -
mots, marbled murrelets, Kittlitz’s murrelets and
white-winged scoters used sites based on relative
current speed (Table 2). Plots of used versus RMS
currents indicated that all of these 7 species tended
to use habitats when current speeds at the time of
observation were lower than the RMS average at that
location (Fig. 9). No species tended to use habitats
when instantaneous speeds were greater than the
RMS speeds.
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Fig. 6. Depths at observation sites for 15 species in Glacier
Bay. Means ± 95% CI. Dashed horizontal line: overall mean
depth for all observed birds.  Vertical dashed lines separate 

foraging groups. Species codes see Table 1

Fig. 7. Current speeds at observation sites for 15 species in
Glacier Bay. Means ± 95% CI. Dashed horizontal line: over-
all mean depth for all observed birds. Vertical dashed lines 

sep arate foraging groups. Species codes see Table 1

Fig. 8. Deviations from mean sea level (MSL) at observation
sites for 15 species in Glacier Bay. Means ± 95% CI. Dashed
horizontal line: no difference between used depths and
MSL. Vertical dashed lines separate foraging groups. Species 

codes are given in Table 1

Species Foraging df t-test
code group Speed Depth

GWGU S 1507 −9.075*** −11.310***
HEGU S 116 −1.131 −0.893
MEGU S 542 1.023 −3.155**
BLKI S 1475 −4.231*** −3.685***
ARTE S 501 0.677 2.343*
COLO M 85 −1.381 2.749**
PALO M 72 −2.000* −1.460
PECO M 85 −0.544 −0.258
COME M 262 0.733 0.972
PIGU M 2803 −6.898*** −2.970**
MAMU M 3085 −15.001*** −6.788***
KIMU M 717 −5.653*** −6.709***
HADU B 221 −0.267 −3.345***
WWSC B 220 −3.446*** 0.944
SUSC B 163 −1.968 −0.591

Table 2. Paired t-tests comparing used currents and depths
versus the root-mean-square currents and mean sea level
values for each observed species location.  Foraging group:
S = surface, M = mid-water, B = bottom. *: p < 0.05; **: p < 

0.01; ***: p < 0.001. Species codes see Table 1



Mar Ecol Prog Ser 487: 275–286, 2013

DISCUSSION

Habitat associations of bottom foraging species

The use of shallow areas by bottom foragers was
both expected and understandable given their forag-
ing constraints. These species must be able to reach
bottom and forage efficiently in the  substrate (Wil-
son & Wilson 1988, Vermeer et al. 1993, Lewis et
al. 2008). Bottom foraging species usually feed on
sessile prey and only infrequently benefit from con-
centrations of free-swimming prey in the water col-
umn. Access to prey by bottom foragers may be
inhibited by high currents due to increased foraging
effort (Lovvorn & Gillingham 1996, Heath & Gilchrist
2010). Accordingly, bottom foraging species were
observed using the lowest absolute and relative cur-
rent speeds. Our findings are consistent with obser-
vations of diving ducks off the coast of British Colum-
bia (Holm & Burger 2002). Tidal direction was not
found to be  significant for any bottom foragers.

The use of relatively shallow depths by 2 of the 3
bottom foraging species was expected due to their
requirement for access to benthic substrate. Simi-
larly, all 3 bottom foraging species used sites with
lower current speeds (but note that pigeon guille-
mots, from the mid-water foraging group, selected
the slowest currents). For species foraging in benthic
substrate, costs should increase both with increasing
depths and current speed. The prey items for bottom
foragers are largely filter-feeding sessile organisms
that rely on actively moving water for their food sup-
ply (Strathmann 1985). Paradoxically, bottom forag-

ing birds forage most efficiently where currents are
low, due to energetic costs, but many of their prey
may be most common in areas with moderately high
currents (Wells 1957, Mileikovsky 1971). Harlequin
ducks appear to be particularly sensitive to depth as
they used shallow habitats and tended to use them
when tides were below MSL. Although bottom forag-
ing species generally favored lower current speeds,
white-winged scoters were particularly sensitive to
current speeds, using sites when currents were lower
than the RMS current. This suggests that white-
winged scoters may be adjusting their forging times
to minimize their exposure to the higher currents and
presumably higher foraging costs.

Habitat associations of mid-water foraging species

The disproportionate use of intermediate depths by
mid-water foragers may reflect the use of these habi-
tats by their primary prey, schooling fish, while limit-
ing the water column to depths within the dive range
of these birds (Coyle et al. 1992, Maniscalco et al.
1998). In general, mid-water foragers were associ-
ated with moderate current speeds. Despite the
potential benefits of prey being driven closer to the
surface with tidal mixing (Begg & Reid 1997) and
increased encounter rates (Sims et al. 2008), high
current speeds can also increase the energetic costs
of swimming (Lovvorn et al. 2001), and fish schools
may be disrupted by high current speeds (Pitcher
1973). Previous research had found associations
between mid-water foraging birds during both ebbs
(Coyle et al. 1992, Irons 1998, Thompson & Price
2006) and floods (Zamon 2001); however, this is the
first study where a range of species was simultane-
ously tested. The wide variation in habitat use by
mid-water foraging species suggests that this group
employs the most diverse set of foraging strategies.
In turn, this makes it more difficult to make general
conclusions about habitat quality based on physical
forces.

Pigeon guillemots used shallow habitats with the
slowest currents. While we binned them with the
mid-water foragers, and they often feed on pelagic
schooling fish, they also are known to forage exten-
sively on epi-benthic fishes (Duffy et al. 1987, Ver-
meer et al. 1993, Litzow et al. 2004). Indeed, their
choice of habitat factors more closely resembled that
of the diving ducks rather than other mid-water
 foraging birds and suggests they employ more of a
benthic-feeding strategy in Glacier Bay. The dispro-
portionate use of habitats when tides are below

282

Fig. 9. Deviations from the root-mean-square (RMS) current
speeds at observation sites for 15 species in Glacier Bay.
Mean ± 95% CI. Dashed horizontal line represents no differ-
ence between used  current speeds and RMS values. Vertical
dashed lines separate foraging groups. Species codes see 

Table 1
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MSL depths and currents are below RMS speeds
supported our speculation that pigeon guillemots are
searching more intensively along the bottom and
thus benefit from slower currents and greater access
afforded by decreased depths. Alternatively, pelagic
cormorants, another species that has been known to
forage on epi-benthic fish (Ainley et al. 1981), tended
to use high-current habitats. Clearly, these 2 species
were using very different strategies despite having
similar food habits (Drent 1965, Robertson 1974,
Kotzerka et al. 2011). A possible explanation for this
difference may be related to different body forms.
Research has shown that the longer neck of pelagic
cormorants provides them with an energetic advan-
tage over alcids at faster current speeds, but a disad-
vantage at lower speeds (Lovvorn et al. 2001). Tidal
direction was a significant factor for both of these
species, but differed in direction, with pelagic
 cormorants using floods more than expected and
pigeon guillemots using ebbs more than expected. It
is notable that common mergansers, a mid-water for-
ager similar in size to pelagic cormorants, also used
habitats with similar depths and current speeds, sug-
gesting that these species may share similar foraging
strategies.

The mid-water foraging group in Glacier Bay con-
tained 2 groups of closely related species, murrelets
Brachyramphus spp. and loonsGavia spp. This allowed
us to compare habitat use for each of these con-
generic pairs. Competition theory suggests that we
should expect resource partitioning along important
physical gradients. If currents and depths were
important in this partitioning we should be able to
detect differences in the use of these features. The 2
loon species used similar current speeds and neither
showed a preference for tidal direction, but common
loons tended to use shallower habitats than Pacific
loons. The loons also showed differences in relative
habitat use, with common loons using sites when
depths were greater than MSL while Pacific loons used
habitats when current speeds were less than RMS.

The murrelets also displayed differences in habitat
use. Kittlitz’s murrelets used deep habitats, but did
not show any preference for current speed. Con-
versely marbled murrelets used faster than expected
currents and shallower than expected habitats. This
is consistent with frequent observations of marbled
murrelets in shallow channels between islands where
tide rips are commonly observed (Day et al. 2003). It
has been proposed that the larger eye of the Kittlitz’s
murrelet allows them to forage under low-light con-
ditions (Day et al. 2003). This hypothesis has been
tested in relation to highly turbid glacially affected

waters (Day et al. 2003); however, we lacked the data
necessary to assess the light attenuation in areas
where Kittlitz’s murrelets were foraging. The ability
to forage at relatively greater depths could also
explain the use of Kittlitz’s murrelet of habitats with
lower current speeds. Both murrelet species were
associated with sites where depths and current speeds
were less than expected, and this pattern was true
of all of the small alcids in our study.

Habitat associations of surface foraging species

Glaucous-winged gulls and black-legged kitti-
wakes used deeper habitats, whereas mew gulls
and Arctic terns tended to disproportionately use
shallower habitats. Glaucous-winged gulls, black-
legged kittiwakes and Arctic terns all used habitats
with higher than expected current speeds. This was
predictable because previous studies have shown
an association between elevated current speeds
and concentrations of nekton closer to the surface,
thereby making them available to surface foragers
(Brown & Gaskin 1988, Hunt et al. 1990, Coyle et
al. 1992). We speculate that Arctic terns were taking
advantage of foraging opportunities associated with
fast currents in Adams Inlet (Fig. 2), which has a
very narrow entrance. Of the 5 surface foraging
species, 4 were significantly associated with a tidal
direction, 2 with ebbs and 2 with floods. This range
of associations may be related to differences in
 foraging strategies. Despite their association with
shallow depths, mew gulls used sites when depths
were shallower than MSL. This suggests that mew
gulls, which commonly forage along the shoreline,
are temporally ad justing their habitat use to gain a
foraging advantage.

Although black-legged kittiwakes in Prince William
Sound, Alaska, have previously been found to forage
primarily during ebb tides (Irons 1998), we found
black-legged kittiwakes in Glacier Bay to use flood
tides more than expected. These results suggest that,
at least for black-legged kittiwakes, tidal direction
does not impart any general advantage. Interactions
between flow direction and other physical factors,
including currents and bathymetry, may not be easily
generalized. An ebb tide may produce conditions
that increase foraging efficiency, e.g. concentration
of prey, but the shape of submarine features, strength
of current, depth and prey type appear to be more
critical than tidal direction.

The disproportionate use of flood tides by Arctic
terns may be related to their use of spatially
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restricted areas such as Adam’s Inlet where they rely
on the tidal floods to bring prey into the inlet or closer
to the surface. Because Adam’s Inlet also contains an
Arctic tern colony site, we cannot discount the influ-
ence of proximity to nesting area; however, data
available on their foraging range suggest that this
should not be a restriction (Pearson 1968, Hatch
2002).

Implications for species richness

In this paper, we examined the influence of tidally
driven currents on the fine-scale habitat use of mar-
ine birds in Glacier Bay, Alaska. Our study was
unique because we were able to link bird observa-
tions to instantaneous environmental factors, includ-
ing depths and currents at fine spatial-temporal
scales. Our results indicate that foraging groups dis-
played clear differences in habitat use based on cur-
rent, water depth and tidal direction. Within these
groups we also found considerable between-species
variation in habitat use, suggesting varying levels of
resource partitioning. Owing to dramatic variability
in bottom topography—especially the presence of
numerous sills, islands, headlands and channels—
and large tidal ranges, we suspect that Glacier Bay
offers a greater-than-average range of fine-scale
 foraging habitats. This temporally sensitive habitat
diversity may explain the high marine bird diversity
in the bay. Although this work was conducted in a
topographically complex fjord ecosystem, the con-
cepts of resource partitioning based on tidally driven
depth and current associations should be applicable
to other coastal areas. As fine- or meso-scale current
modeling becomes more available in other areas, it
would be instructive to examine the role of current
speed and tides on the spatial-temporal availability
of habitats and its role in determining the local
 diversity of marine birds.
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INTRODUCTION

Inhabiting the largest ecosystem on earth, seabirds
and marine mammals are truly global organisms and
sentinels of ocean ecosystem state (Tittensor et al.
2010, Sydeman et al. 2012). With conservation of sea-
birds and marine mammals becoming increasingly
urgent, there is a need for the quantitative designa-
tion of hotspots—areas characterized by persistent,
elevated abundance and species richness (Piatt et
al. 2006, Sydeman et al. 2006, Davoren 2007, Santora

et al. 2010, Nur et al. 2011, Suryan et al. 2012). Top
predator hotspots can be identified either by tracking
individuals and quantifying how much time they
spend in each encountered habitat (Block et al.
2011), or alternatively, via shipboard surveys docu-
menting the abundance and species richness of pred-
ators measured in each habitat (Yen et al. 2006, San-
tora et al. 2010, Nur et al. 2011, Suryan et al. 2012).
However, persistence of hotspots is rarely quantified.
Using a shipboard approach, we present information
on the persistence of predator hotspots near the
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Antarctic Peninsula based on data collected during
14 shipboard surveys between 2003 and 2011. This is
a region of rapid climate change (Meredith & King
2005) that has experienced serial depletion of marine
mammals (Fraser et al. 1992, Ballance et al. 2006),
and is becoming a growing ecotourism destination
(Tin et al. 2008, Lynch et al. 2010) and a commercial
krill fishery (Kawaguchi et al. 2006, Nicol et al. 2012).
Therefore, we need to know where top predators and
their prey are persistently concentrated to benefit
marine spatial management and conservation (Reid
et al. 2004, Santora et al. 2012a,b, Sigler et al. 2012).

The hotspot concept is useful in studies of highly
mobile organisms such as seabirds and mammals,
because the extreme variability characteristic of the
distributions of marine organisms makes it highly
unlikely that any single mapping would be truly rep-
resentative. As a consequence, one needs repeated
standardized surveys to determine those areas that
persist in their attractiveness to top predators. How-
ever, the hotspot concept applied to top predators in
marine ecosystems has received somewhat mixed
definitions. According to Sydeman et al. (2006), mar-
ine hotspots are defined as ‘sites of critical ecosystem
linkages between trophic levels’. Piatt et al. (2006)
defined hotspots as a ‘relatively small area in which
we expect to find animal aggregations repeatedly’.
Davoren (2007) defined hotspots as ‘areas where high
abundance of species overlap in space and time’.
Indeed, there have been many uses of the term hot -
spot, but the commonality of these definitions is
some aspect of spatio-temporal persistence (Gende
& Sigler 2006, Sigler et al. 2012, Suryan et al. 2012).
We decided to quantify both abundance hotspots
for individual species, and richness hotspots for the
entire community. We calculated these from a suite
of highly replicated shipboard surveys sampled over
many years (Santora et al. 2010, 2012a). Using a
grid-based approach, we define hotspots of species
 richness and abundance as locations with anomalies
that exceed the mean for the entire study region by
1 standard deviation in a given survey, and define
their frequency of occurrence by estimating the per-
centage of time a hotspot occurs over many surveys
(Suryan et al. 2012).

Motivation for this study was based on the follow-
ing: (1) the Ant arctic Peninsula marine ecosystem
has been im pacted by human disturbances over the
past 2 centuries (e.g. commercial whaling; krill fish-
ing; Fraser et al. 1992, Trivelpiece et al. 2011, Nicol et
al. 2012) and is experiencing rapid climate change
(Meredith & King, 2005); (2) krill stocks have de -
clined and gelatinous salps are increasing (Atkinson

et al. 2004); (3) ecosystem-based management of the
Southern Ocean krill fishery will benefit from the
delineation of top predator hotspots so that overlap
between fishing vessels and predators is minimized
(Reid et al. 2004, Santora et al. 2010, 2012a) and;
(4) the likelihood of seabirds and marine mammals
exhibiting extremely dense aggregations at sea is
high and leads to difficulties in modeling their spatial
distribution that is not yet resolved (Oppel et al. 2012,
Sigler et al. 2012). Our overarching objective was
to quantify the location of persistent species richness
and abundance hotspots. We applied a new variance-
based metric to identify hotspots by accounting
for their persistence (consistent or frequent occur-
rence) of anomalies through time (Suryan et al. 2012).
We tested the hypothesis that the geospatial varia -
bility of species richness and abundance hotspots
relates to distance from land and oceanographic
boundaries.

METHODS

Study area

The US Antarctic Marine Living Resources (AMLR)
program conducts surveys on a fixed grid along
north-south transects with stations spaced at ~55 km
intervals across a 150 000 km2 area surrounding the
South Shetland Islands at the northern tip of the Ant -
arctic Peninsula (Fig. 1). The study area is located
within the narrowest latitudinal stretch of the South-
ern Ocean (closest point between South America and
Antarctica). The hydrography and circulation of this
region is complex and variable and reflects inputs
and mixing of waters from the Antarctic Circumpolar
Current (ACC) within Drake Passage, the western
portion of the Weddell gyre, and upstream regions
along the western Antarctic Peninsula that enter
through Gerlache Strait and western Bransfield Strait
(Amos 2001, Thompson et al. 2009). The rugged bathy -
metry of the region (which includes the continental
shelf around the islands, deep basins of Bransfield
Strait, and the South Shetland Trench and Shackle-
ton Fracture Zone ridge in Drake Passage) provides
additional hydrographic and circulation variability
(Orsi et al. 1995; Fig. 1). Physical oceanographic con-
ditions around the South Shetland Islands exhibit a
broad range of water mass characteristics because of
the mixing of the ACC, Scotia Sea, Ant arctic coastal
current and the higher latitude waters of the Weddell
Sea (Orsi et al. 1995, Amos 2001, Thompson et al.
2009). Relevant to this study, the southern Antarctic
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Circumpolar Current front (sACCf) and
its southern boundary (sbACCf) (Fig. 1) is
an ecologically important oceanographic
frontal zone for whales and krill (Tynan
1998, Atkinson et al. 2008).

During January−March 2003 to 2011,
we conducted 14 surveys to map the dis-
tribution and relative abundance of sea-
birds, pinnipeds and cetaceans (Table 1,
Fig. 1). Our coverage of transects was
replicated an nually and within the sum-
mer season; occasionally there were 2 sur-
veys per year (Table 1, Fig. 1). The grid
 design enabled sampling of a variety of
habitats, including the extensive insular
shelf systems around the archipelago,
submarine canyons, shelf-break re gions,
deep basins of Bransfield Strait and the
oceanic waters of southern Drake Passage;
see Fig. 2 for a summary of survey effort
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Fig. 1. Antarctic Peninsula re-
gion showing the location of the
South Shetland Islands, oceano-
graphic fronts within Drake
 Passage and the US Antarctic
Marine Living Resources (AMLR)
survey area. Fronts are from
Orsi et al. (1995); sACCf =
southern Antarctic Circumpolar
Current front, sbACCf = south-
ern boundary of the Antarctica
Circumpolar Current. Survey
trackline (yellow) collected dur-
ing 14 AMLR surveys. SA =
South America, LI = Livingston
Island, KG = King George
 Island, EI = Elephant Island

Year Survey Days Survey dates Survey Distance 
hours (km)

2003 1 16 16 January − 28 January 129.27 2394.1
2 16 10 February − 25 February 113.73 2106.7

2004 1 17 13 January − 31 January 126.60 2344.6

2005 1 15 15 January − 30 January 121.02 2241.3
2 16 22 February − 9 March 107.03 1982.2

2006 1 16 16 January − 31 January 114.07 2112.6

2007 1 18 8 January − 26 January 148.10 2742.8

2008 1 23 13 January − 5 February 154.47 2860.8
2 17 16 February − 5 March 128.93 2387.8

2009 1 18 12 January − 29 January 165.12 3058.0

2010 1 13 25 January − 9 February 84.88 1571.9
2 14 19 February − 6 March 90.30 1666.8

2011 1 21 14 January − 4 February 188.22 3481.7
2 15 17 February − 5 March 98.48 1823.8

Table 1. Summary of survey effort for predator observations conducted on
14 Antarctic Marine Living Resource (AMLR) program surveys. Only sur-
vey effort that falls within the 54 regularly sampled grid cells is presented
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according to different sea depth bins. Previously, a
subset of this dataset was used to identify the location
and spatial association of baleen whale and krill de-
mographic hotspots (Santora et al. 2010). Moreover,
the grid design has permitted the description of
habitat use for poorly known ceta ceans (Santora &
Brown 2010, Santora 2012) as well as modeling
mesoscale structure and spatial organization of krill
hotspots (Santora et al. 2012a).

Predator surveys

Sighting data on predator abundance and distribu-
tion were continuously collected during daylight
hours between sampling stations along fixed tran-
sects (Fig. 1). Additional survey methods are de -
scribed in  Santora et al. (2009, 2010) and Santora &
Reiss (2011). Ship speed during transits was gener-
ally 10 knots (~18.6 km h−1), and observers used
hand-held binoculars to scan for predators from a
height of ~13 m above sea level. Each sighting was
assigned a time and a spatial position from the ship’s
global positioning system. Sea surface state (Beaufort
scale) and visibility (e.g. fog, glare) were continu-
ously monitored and effort during unfavorable condi-
tions (e.g. Beaufort >5, heavy fog) was excluded prior
to analysis. Counts of seabirds were made within a
90° arc from 300 m ahead of the ship to one side
while underway (Camphuysen & Garthe 2004). Ship-
following birds were recorded when first encoun-
tered and ignored thereafter. Surveys of whales were

conducted using standard line transects by trained
observers each year. All recorded cetacean sightings
were observed in a 180° arc forward of the vessel and
up to 3 km away. For each whale sighting, a best-
estimate spatial position, bearing and a perpendicu-
lar distance estimate to the ship’s trackline were
logged (Buckland et al. 1993). Observations of seals
were collected in a 180° arc forward of the vessel and
included position and group size (Santora 2013). True
to all shipboard surveys of air-breathing marine ani-
mals, there is an inherent issue of detectability asso-
ciated with the animal’s be havior and sea state condi-
tions (Southwell et al. 2008). Although line-transect
(distance) sampling was not used to estimate abso -
lute marine mammal density, sightings were col-
lected consistently across all 14 surveys to estimate a
standardized relative abundance index.

We selected the 16 most numerous and frequently
sighted top predator species for quantifying abun-
dance hotspots (Table 2, Appendix 1; Hunt et al.
1990). Three species of marine mammals (2 baleen
whales, 1 pinniped) and 13 species of seabirds were
selected based on their overall abundance, repre-
senting a variety of different foraging behaviors and
life histories. All of the species examined in this study
feed on small zooplankton and nekton (e.g. krill,
copepods, mesopelagic fish, squid), but differ in their
feeding behavior due to locomotion and body size
(Croxall & Prince 1980, Laws 1985). Baleen whales
predominantly feed on krill and exploit dense patches
of krill throughout the water column (Laws 1977).
Penguins and pinnipeds are pursuit diving predators
and select a variety of krill and fish species (Croxall &
Prince 1980, Reid et al. 2006). The flying seabirds
examined in this study are restricted to feeding near
the sub-surface and select a variety of prey (Croxall
& Prince 1980). For comparative purposes, we fo -
cused on 2 species each of baleen whales (Balaeno -
pteridae), penguins (Spheniscidae), albatross (Diome -
deidae), storm petrels (Hydrobatidae) and 6 species
of petrels (Procellaridae). Because of the difficulty
identifying prions (Pachyptila spp.) at sea, counts of
unidentified prion, Antarctic prion (P. desolata) and
thin-billed prion (P. belcheri) were pooled into ‘prion
species’. Our analysis of species richness hotspots
were based on all species observed (Appendix 1).

Analysis

All shipboard trackline and predator sightings were
combined in a geographic information system. The
shipboard trackline was extensive and covered open
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water (there was no pack ice present), bays, inlets and
passages between islands. Survey effort was binned
into 54 cells, each 0.5° latitude × 1° longitude in di -
mension (~2860 km2). The ship’s trackline (at 1 min in-
tervals) was plotted to determine the number of hours
sampled per cell and survey, as an index of effort
(Table 1, Fig. 1). Only cells that were sampled during
at least 7 surveys and for at least 1.5 h (~27.78 km)
were used in subsequent analyses. Using these crite-
ria, a total of 546 cells and 1684 h were sampled over
14 surveys for a mean ± SD of 38 ± 11 cells survey−1

and 3 ± 0.3 h cell−1 survey−1, respectively (Table 1).
This cell size has been used extensively in this region
to examine net-based spatial distribution and abun-
dance patterns of Antarctic krill (Atkinson et al. 2004,
2008), associations be tween hotspots of baleen whales
and krill (Santora et al. 2010), and mesoscale structure
of krill hotspots (Santora et al. 2012a).

A 3-step process, similar to that of Suryan et al.
(2012), was used to quantify temporal and spatial
variance and anomaly persistence of a cell’s value of
species per unit effort (SPUE) and individuals per
unit ef fort (IPUE). This procedure integrates variabil-
ity and anomaly persistence into a metric that, when
mapped, produces a seascape of resolved peak spe-
cies richness and abundance values (hotspots). First,
for each survey, rates of SPUE and IPUE are calcu-
lated (1) by dividing the total number of species (out
of 54 species; see Appendix 1) or individuals of a
given species (Table 2) by the amount of hours sur-
veyed per cell and then subtracting the survey mean
and dividing by the survey standard deviation to
 normalize each survey (e.g. z-score; Table 2):

SPUEi,j or IPUEi,j,z = [(Ni,j/Ei,j) − Sjx] / Sjsd (1)

where Ni,j is the number of species sighted (or rela-
tive species abundance; z refers to the species under
consideration in IPUEi,j,z) in cell i during survey j,
Ei,j is the number of hours sampled per cell, Sjx and
Sjsd are the survey mean and standard deviation of
 species richness and abundance in a given survey.
Second, the grand mean and standard deviation of
SPUEi,j and IPUEi,j,z is estimated for each cell over all
surveys. Within a given survey, hotspots are cells
with species richness or abundance anomalies that
exceed the grand survey mean by >1 SD. Third, the
percentage of time a cell displayed an anomaly
>1 SD above the grand mean is tabulated. This
threshold of >1 SD is a common measure for variance
of anomalies in space-time series analysis and has
previously been used to map persistence of remotely-
sensed chlorophyll a (chl a) (Suryan et al. 2012) as
well as krill and whale hotspots (Santora et al. 2010,
2012a). Cells with higher percentages reflect loca-
tions where species richness or species abundance is
persistently higher than the baseline standardized
anomaly. For mapping purposes, persistence is clas-
sified to permit comparison of hotspot spatial distri-
bution patterns. Classes, based on percentage of sur-
veys, are 0−15%, 15−30%, 30−45% and >45%.

Our first objective was to examine whether groups
of species exhibit similar spatial persistence based on
the distribution of their abundance hotspots. We used
2 complementary multivariate statistical procedures
to address this ob jective regarding species abun-
dance hotspots: hierarchical cluster analysis and
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Common name Scientific name S Ind. IPUE (No. h–1 cell–1 survey–1)
Mean SE SD CV

Cape petrel* Daption capense 8523 70703 42.85 6.56 22.75 0.53
Antarctic fulmar* Fulmarus glacialoides 5955 34700 22.79 5.54 19.19 0.84
Black-browed albatross Thalassarche melanophrys 2966 5003 3.51 0.84 2.92 0.83
Grey-headed albatross Thalassarche chrysostoma 844 966 0.64 0.14 0.49 0.76
Southern giant petrel* Macronectes giganteus 1628 2334 1.43 0.21 0.74 0.51
White-chinned petrel Procellaria aequinoctialis 1468 2085 1.18 0.46 1.62 1.37
Blue petrel Halobaena caerulea 1154 2159 1.04 0.34 1.19 1.15
Prion Pachyptila spp. 2736 5108 2.11 0.71 2.45 1.16
Wilson’s storm petrel* Oceanites oceanicus 5169 7646 5.04 0.74 2.59 0.51
Black-bellied storm petrel* Fregetta tropica 6046 8165 4.48 0.84 3.22 0.72
Chinstrap penguin* Pygoscelis antarctica 4877 28066 17.09 2.12 7.35 0.43
Gentoo penguin* Pygoscelis papua 275 1612 1.16 0.46 1.61 1.38
South polar skua* Catharacta maccormicki 531 579 0.38 0.05 0.18 0.47
Humpback whale Megaptera novaeangliae 767 1346 0.92 0.14 0.48 0.53
Fin whale Balaenoptera physalus 543 1084 0.76 0.33 1.16 1.51
Antarctic fur seal* Arctocephalus gazella 1517 2261 1.46 0.30 1.05 0.72

Table 2. Summary of species, total sightings (S), total individuals (Ind.) and individuals per unit effort (IPUE) observed at sea
for 14 US Antarctic Marine Living Resources (AMLR) surveys (January − March, 2003 to 2011). SE = standard error, SD =
 standard deviation, CV = coefficient of variation, *Species that breed at the South Shetland Islands or Antarctic Peninsula



Mar Ecol Prog Ser 487: 287–304, 2013

prin cipal component analysis (PCA; Legendre &
Legendre 1998). Estimates of species hotspot persist-
ence (per cell, based on percentage of surveys) were
ap proxi mately normally distributed (Kolmogorov-
Smirnov test, p > 0.05) and were inputted into PCA
and cluster analysis as a Pearson correlation matrix.
Meaningful prin cipal components were determined
by inspecting eigenvalues (e.g. Scree plot) and
 percent variance explained (Legendre & Legendre
1998). Cluster analysis (Ward’s method with Eu cli -
dean distance metric and standard deviation scaling)
was used to produce a dendrogram indicating groups
of species sharing similar hotspot per sistence.

Our second objective was to determine how the
persistence of species richness and abundance hot -
spots varied relative to distance to land and the
hydrographic boundaries. Tynan (1998) suggested
that the southern boundary of the ACC front has eco-
logical significance for whales throughout the South-
ern Ocean, and Bost et al. (2009) discussed how
fronts are likely regions of elevated trophic transfer
and therefore important foraging areas for both
 seabirds and mammals. Therefore, we tested the
hypothesis that the persistence of species richness
and abundance hotspots are spatially associated with
the ACC front and its southern boundary, and in -
versely related to distance from land. To test this
hypothesis, we correlated a cell’s persistence value
(percentage of surveys with an anomaly >1 SD) with
distance to land and hydrographic features. We cal-
culated the nearest distance (km) from each cell cen-
troid to the position of the southern ACC front and its
southern boundary (Orsi et al. 1995) and nearest
land. For perspective, the mean distance from land
across all cells is 112.2 ± 90.4 km, and the mean dis-
tance to the southern ACC front and its southern
boundary is 222.9 ± 140.5 and 134.1 ± 100.8 km, re -
spectively. We used a randomization procedure
(boot strap and Monte Carlo analysis; 10 000 random-
izations) to calculate Spearman rank cor relations and
probabilities, with an emphasis on significant nega-
tive correlations as indicators of association (i.e. less
distance between hotspot and feature).

RESULTS

Species richness hotspots

The mean (± SD) number of species sighted per
cell was 12.1 ± 2.3 and ranged from 5.4 to 18.9 for
all 14 surveys. All richness hotspots exhibited per-
sistence values >50%, indicating that species rich-

ness within these locations was generally high on
nearly half of total surveys (Fig. 3). Species
richness hotspots were located throughout the
study area (n = 15), but were generally more com-
mon north of the South Shetland Islands in associa-
tion with the southern ACC front and its southern
boundary (Fig. 3). There were 3  richness hotspots
associated with the location of 2 submarine canyon
systems; cells C5 and C6 near  Livingston Island
and cell F7 in Bransfield Strait adjacent to the
northwestern tip of the Antarctic Peninsula (see
bathymetry in Fig. 1). There were 3 species
richness hotspots (cells E5, F4 and F5) located to
the east, north, and south of King George Island
(Admiralty and Maxwell Bays). In addition, there
were 2 adjacent richness hotspots at the southern
edge of the study area near a confluence formed by
the mixing of waters from Bransfield and Gerlache
Straits (cells C8 and D8; Fig. 3).
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PCA factor Eigenvalue % Total variance

1 5.24 32.72
2 2.39 14.91
3 1.54 9.60
4 1.42 8.89
5 1.04 6.47
6 0.89 5.57

Table 3. Principal component analysis (PCA) for the persist-
ence of abundance for 16 species; eigenvalues and total 

variance for PCA factors

Fig. 3. Location of species  richness hotspots. All richness
hotspots were persistent for >50% of all surveys; red square 

(Yes) indicates richness hotspots
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Fig. 4. Classified persistent abundance hotspots (percentage of time cell anomaly exceeds 1 standard deviation above the
mean) of (a) humpback whale, (b) fin whale, (c) gentoo penguin, (d) chinstrap penguin, (e) Wilson’s storm petrel, (f)  black-
bellied storm petrel, (g) black-browed albatross, (h) grey-headed albatross, (i) cape petrel, (j) Antarctic fulmar, (k) Antarctic
fur seal, (l) south polar skua, (m) blue petrel, (n) prions (o) white-chinned petrel and (p) southern giant petrel. *Species 

breeds in study region and therefore some hotspot locations may represent land-based breeding colonies
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Species abundance hotspots

We identified abundance hotspots as those areas
that consistently displayed abundance anomalies
exceeding 1 standard deviation above the long term
spatial mean >45% of the times surveyed. We identi-
fied abundance hotspots for 16 top predators and
generally showed 2 areas of concentration related to
coastal and oceanic habitats (Figs. 4a−p & 5). Cluster
analysis and PCA of species abundance hotspots
revealed 2 groupings that reflect their preferred for-
aging habitats and for some species, probable land-
based breeding locations (Table 3, Fig. 5). There is an
‘Oceanic Drake Passage’ group, including fin whale,
black-bellied storm petrel, prions, white-chinned
petrel, blue petrel, Antarctic fur seal, grey-headed

albatross, cape petrel and black-browed albatross;
and a ‘Coastal Bransfield Strait’ group, including
humpback whale, gentoo penguin, chinstrap pen-
guin, south polar skua, Antarctic fulmar, Wilson’s
storm petrel and southern giant petrel (Fig. 5). In
addition, cell loadings of PC1 and PC2 dichotomized
by positive and negative values illustrate this appar-
ent spatial segregation (Fig. 6).

We found that closely related species, such as
 gentoo and chinstrap penguins and black-browed
and grey-headed albatrosses, aggregated together in
the same hotspots (Fig 4c,d,g,h). By contrast, other
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Fig. 5. Species assemblages defined based on their persist-
ence of abundance as determined by (A) hierarchical cluster
analysis and (B) ordination of factors from principal 

component analysis 

Fig. 6. Plot of principal component ana lysis (PCA) factor
loadings per cell (grouped by positive [red] and negative
[blue] values) for (a) PC1, illustrating species assemblages
based on abundance hotspots and showing a separation of
the ‘Oceanic Drake Passage’ from ‘Coastal Brans field Strait’
(see Fig. 1) and (b) PC2, showing regionally specific areas
to the spatial persistence of top-predators due to island
 locations and unique circulation or water mixing/retention
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species pairs appeared to segregate into different
hotspots. This apparent segregation seemed to be
based on oceanographic habitats. For example, hot -
spots of humpback whales and Wilson’s storm petrels
were concentrated within Bransfield Strait, whereas
hotspots of fin whales and black-bellied storm pe -
trels were concentrated in southern Drake Passage
(Fig. 4a,b,e,f). The closely related and similarly sized
cape petrel and Antarctic fulmar are frequently ob -
served in aggregations numbering in the thousands,
yet their hotspot locations were separated according
to oceanic and coastal origins. Abundance hotspots
of cape petrels occurred mainly within the southern
ACC frontal zone (Fig. 4i), whereas abundance hot -
spots of Antarctic fulmars were chiefly in southern
Bransfield Strait (Fig. 4j).

We found that some species exhibited more hot -
spots than other species (Fig. 7). For example, black-
bellied storm pe trels, southern giant petrels, Ant -
arctic fur seals and humpback whales showed more
hotspots, while species such as grey-headed alba-
tross, gentoo and chinstrap penguins, and Antarctic
fulmar had fewer (Fig. 7). The medium and high per-
sistence species abundance hotspots (yellow and red
cells) were summed across all 16 species per cell to
reveal the importance of a cell (Fig. 8). Several cells
proved attractive to multiple species. For example,
the cell that includes the western half of Elephant
Island (I3) includes hotspots for 6 species (grey-
headed albatross, black-browed albatross, cape petrel,
fur seal, southern giant petrel, gentoo and chinstrap
penguins) and the one that includes the eastern por-
tion of  Livingston Island (C6) includes hotspots
for 6 species (humpback whale, gentoo and chinstrap

penguins, Wilson’s storm petrel, south polar skua and
southern giant petrel). The highest concentration of
neighboring cells with multiple species abundance
hotspots (cells D6, E6−7, and F5−7) are located in
Bransfield Strait.

Oceanographic determinants of hotspots

The last application of the hotspot variance metric
investigated the relationship between hotspot per-
sistence and distance to land and 2 hydrographic
boundaries (Table 4). Several species belonging to
the ‘Coastal Bransfield Strait’ group (Fig. 5) exhibited
significant associations (negative) between their
 spatial persistence and distance to land: humpback
whale, Antarctic fur seal, Antarctic fulmar, chinstrap
and gentoo penguins, southern giant petrel and
south polar skua. None of these species displayed
persistent hotspots that were associated with the
position of hydrographic boundaries. On the other
hand, species from the ‘Oceanic Drake Passage’ group
displayed persistent hotspots that were closely asso-
ciated with the position of the 2 hydrographic bound-
aries: fin whale, cape petrel, black-bellied storm
petrel, prions, blue petrel, and white-chinned petrel.
Interestingly, some species within this group exhibited
higher correlation with one oceanographic boundary
over the other, suggesting even further niche separa-
tion in the oceanic domain. For example, persistent
hotspot of prions, blue petrel and white-chinned
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Fig. 7. Mean number (±SD) of species abundance hotspots
over 14 surveys. Species are sorted relative to frequency of 

hotspots

Fig. 8. Summary of the number of species (n = 16) abun-
dance hotspots determined by summing the number of 

species hotspots per cell (see Fig. 4)
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petrel displayed higher correlation with the location
of the southern ACC front than the southern bound-
ary of the ACC front (Table 4, Fig. 4), whereas
hotspots of fin whale, cape petrel and black-bellied
storm petrel displayed higher association with the
southern boundary. Species richness hotspots (Fig. 3)
were not significantly associated with distance to
land or hydrographic boundaries (Table 4), possibly
indicating that persistence of these areas may be
attributed to unique biological conditions and com-
plex habitat heterogeneity.

DISCUSSION

Through years of replicated shipboard surveys and
use of a variance-based hot spot metric, this study pro-
vides an atlas of persistent species richness and abun-
dance hotspots. Unlike other recent efforts (Nur et al.
2011, Oppel et al. 2012), we used only actual observa-
tions and did not in clude estimated presence based on
habitat models. That is, our quantification was based
on places where we actually ob served aggregations
of seabirds and marine mammals, and we did not in-
clude those areas predicted to have aggregations on
the basis of their habitat characteristics (which con-
fuses what is observed and what is modeled). The
quantification of hotspots is important from 2 different
perspectives. First, identifying foraging hotspots is
important for the conservation of top predators. Be-

cause marine eco systems are highly variable, quanti-
fying persistence of hotspots will benefit de velopment
of Marine Protected Areas to effectively conserve top
predator species (Hyrenbach et al. 2000, Hooker &
Gerber 2004, Hooker et al. 2011). For example, near
the Antarctic Peninsula, knowledge of hotspot loca-
tions could be used to minimize conflict between top
predators and humans; in particular, spatial allocation
of krill fishing activity and vessel traffic patterns (Reid
et al. 2004, Hill et al. 2009). Second, it is of interest
from a perspective of foraging theory to identify how
top pre dators find prey (Ainley et al. 1992, 2009, Veit
1999, Davoren et al. 2003, Silverman et al. 2004). If top
predators memorize the locations of productive feed-
ing areas, then areas we have identified as hotspots
are likely to be among those locations memorized.
How long individuals spend at such hotspots (Block
et al. 2011) and the char acteristics of prey aggrega-
tions, namely krill within hotspots (Santora et al. 2010,
2012a), remains to be quantified. In the future, blend-
ing shipboard surveys and satellite telemetry studies
of top predators offers a promising way forward to
 accomplish estimates of population- and individual-
level use of hotspots.

The novelty of the method we used is twofold. Most
importantly, it was based on actual observations of
species richness and abundance rather than modeled
richness and abundance. The issue here is that top
predators only ag gregate in a small proportion of the
habitats that are actually suitable to them, so that
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Distance land Distance sACCf Distance sbACCf
Variable Rho, p L95%, U95% R2 Rho, p L95%, U95% R2 Rho, p L95%, U95% R2

Humpback whale −0.57, <0.01* −0.36, −0.73 0.24 0.59, <0.01 0.38, 0.74 0.33 0.51, <0.01 0.28, 0.69 0.26
Fin whale 0.30, 0.02 0.04, 0.53 0.04 −0.16, 0.25 0.11, −0.41 0.007 −0.33, 0.01* −0.07, −0.55 0.11
Antarctic fur seal −0.48, <0.01* −0.24, −0.66 0.25 0.55, <0.01 0.33, 0.71 0.21 0.02, 0.88 −0.25, 0.29 0
Cape petrel 0.24, 0.08 −0.03, 0.47 0.02 −0.46, <0.01* −0.22, −0.65 0.15 −0.63, <0.01* −0.43, −0.77 0.31
Antarctic fulmar −0.32, 0.02* −0.06, −0.54 0.10 0.49, <0.01 0.26, 0.67 0.30 0.24, 0.08 −0.03, 0.48 0.20
Black-browed albatross 0.07, 0.62 −0.20, 0.33 0.004 −0.17, 0.22 0.10, −0.42 0.003 −0.11, 0.42 0.16, −0.37 0.003
Grey-headed albatross 0.13, 0.46 −0.17, 0.36 0.0002 0.12, 0.40 −0.16, 0.37 0.02 −0.11, 0.85 0.15, −0.37 0.02
Wilson’s storm petrel −0.47, <0.01* −0.23, −0.65 0.21 0.46, <0.01 0.22, 0.65 0.25 0.37, <0.01 0.12, 0.58 0.16
Black-bellied storm petrel 0.17, 0.21 −0.09, 0.42 0.007 −0.21, 0.13 0.06, −0.45 0.05 −0.38, <0.01* −0.12, −0.59 0.15
Prion spp. 0.65, <0.01 0.46, 0.78 0.54 −0.50, <0.01* −0.26, −0.68 0.22 −0.30, 0.03* −0.04, −0.53 0.03
Blue petrel 0.68, <0.01 0.49, 0.79 0.51 −0.76, <0.01* −0.62, −0.85 0.45 −0.30, 0.03* −0.04, −0.53 0.04
Chinstrap penguin −0.51, <0.01* −0.27, −0.68 0.24 0.28, 0.03 0.02, 0.51 0.09 0.14, 0.32 −0.14, 0.39 0.005
Gentoo penguin −0.54, <0.01* −0.32, −0.71 0.18 0.48, <0.01 0.25, 0.66 0.13 0.32, 0.02 0.06, 0.54 0.04
White-chinned petrel 0.60, <0.01 0.39, 0.75 0.38 −0.57, <0.01* −0.36, −0.73 0.26 −0.29, 0.03* −0.03, −0.52 0.07
Southern giant petrel −0.73, <0.01* −0.58, −0.84 0.45 0.52, <0.01 0.29, 0.69 0.25 0.25, 0.07 −0.02, 0.48 0.04
South polar skua −0.27, 0.04* −0.001, −0.51 0.07 0.33, 0.01 0.07, 0.55 0.15 0.41, <0.01 0.16, 0.61 0.17
Species richness −0.09, 0.52 0.18, −0.35 0.003 0.07, 0.58 −0.19, 0.33 0.02 −0.12, 0.39 0.15, −0.37 0

Table 4. Spearman rank correlations for persistence of species abundance and richness relative to distance to land and the southern Ant -
arctic Circumpolar Current front (sACCf) and the southern boundary (sbACCf). Bold values indicate significant association. *Significant 

negative association. Confidence limits (L95% and U95%) are based on a randomization test



Mar Ecol Prog Ser 487: 287–304, 2013

regression-style habitat models may overpredict hot -
spots. Part of the reason for this is that top preda -
tors are tracking highly mobile and patchy prey
(Davoren et al. 2003). Second, the analysis was not
contingent upon knowing any particular statistical
distribution of top predator richness or abundance,
and in that sense it was a nonparametric analysis.
Also, most habitat models predict seabird and mam-
mal abundance based on averages of satellite-based
data (e.g. chl a, sea-surface temperature) that often
lack the components that were likely attractive to the
birds and mammals that were aggregated at the time
of  sampling (Block et al. 2011, Nur et al. 2011, Oppel
et al. 2012). This study differs from others because
top predator hot spots were defined based on their
persistence; specifically accounting for the frequency
of surveys that a particular location exhibited an
anomaly richness or abundance value exceeding the
long-term spatial mean by 1 SD. Using a similar
approach, Suryan et al. (2012) defined persistence of
remotely-sensed  surface chl a areas (a widely used
index of ocean productivity), revealing that the per-
sistence metric explained more variance of seabird
density than did mean chl a. This study builds on the
work of Suryan et al. (2012), but differs because the
persistence metric is applied directly to standardized
rates of species richness and abundance of seabirds
and marine mammals. We advocate the use of this
method be cause it is straightforward and can be eas-
ily applied to shipboard surveys of top predators,
their prey, and productivity.

Drivers of hotspots

We did not examine environmental predictors of
hotspot occurrence, but rather focused on identifying
their location and persistence so they could be exam-
ined in future studies combining information on
oceanographic features and micronekton collectively
to understand trophic transfer in marine environ-
ments (Santora et al. 2012b). Potential drivers of per-
sistent top predator hotspots may include features
such as abrupt topographies, hydrographic bound-
aries (Genin 2004), persistent chl a concentration
(Suryan et al. 2012) and prey aggregations (Gende &
Sigler 2006, Sigler et al. 2012). However, some envi-
ronmental features are likely more persistent than
others. For example, seamounts and submarine
canyons are fixed locations, whereas locations of
hydrographic fronts and prey aggregations may
move (Hyrenbach et al. 2000, Morato et al. 2010).
Future studies ought to apply dynamic habitat mod-

els to the hotspot persistence metric to determine
what environmental predictors (e.g. bathymetry, sea
surface temperature, ch a persistence) explain the
spatial distribution and persistence of hotspots (Zydelis
et al. 2011, Santora et al. 2012a, 2013). Importantly,
hotspots identified in this study reflect summertime
conditions when many spe cies are using the area for
breeding (e.g. penguins, fur seals) or replenishing
energy reserves depleted during migration from win-
tering grounds (e.g. hump back and fin whales). The
persistence of hotspots outside of the summer season
remains unknown.

Although krill hotspots are an important predictor
of baleen whale hotspots near the Antarctic Penin-
sula (Santora et al. 2010), future work should assess
spatial relationships among krill and top predator
hotspots and physical forces simultaneously (Hunt et
al. 1998, Santora et al. 2012b, Sigler et al. 2012). Tem-
poral and spatial scales of atmospheric and oceano-
graphic process should be considered when weigh-
ing their predictive capabilities on the formation and
persistence of biological hotspots (Palacios et al.
2006). For example, eddies are important sources of
biological production that may contain high concen-
trations of chl a and krill (Kahru et al. 2007, Santora
et al. 2012a,b), and likely affect spatial and temporal
variation in top predator hotspots (Gende & Sigler
2006, Block et al. 2011). Bathymetry derived circula-
tion patterns and coastal transport processes (e.g.
Ekman transport) are likely important for under-
standing persistence and connectivity of top predator
hotspots. Piñones et al. (2011) investigated transport
pathways and residence times of water using a
regional ocean modeling system (ROMS) to track
simulated particles throughout the Antarctic Penin-
sula, revealing that biological hotspots were sites
with the longest particle residence times (~30 d). If
areas with long residence times contain predictable
krill concentrations (Hofmann et al. 2004), then
ROMS is an important tool for understanding meso -
scale transport patterns of krill and connectivity
among top predator hotspots among seasonal and
inter-annual time scales (Santora et al. 2013).

Spatial organization of hotspots

Some areas clearly emerge as abundance hotspots
because they are located close to large breeding
colonies (AMLR 2007, Harris et al. 2011, Santora
2013). Others are nowhere near any known nesting
locations (such as for the albatrosses and whales) and
are therefore clearly attractive due to their potential
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food resources (e.g. submarine canyons north of Liv-
ingston Island; Santora & Reiss 2011). Our results
indicate there are species abundance hotspots that
are related to distance to land, in contrast to those
related to the position of hydrographic boundaries.
This gradient analysis is important for summarizing
spatial organization of hotspots relative to the
mesoscale structure of the marine environment (San-
tora et al. 2012a,b). For example, hotspots of fin
whales, black-bellied storm petrels and cape petrels
are associated with the southern boundary of the
ACC, an ecologically im portant productivity zone
throughout the Southern Ocean (Orsi et al. 1995,
Tynan 1998). Species hot spots that were associated
with the ACC were not associated with distance to
land, indicating their affinity for oceanic waters. Dis-
tribution of hotspots of seabirds, such as blue petrel,
prion species, and white-chinned petrel that do not
breed in the study region but hail from colonies orig-
inating in sub-Antarctic latitudes, are not associated
with islands and are concentrated in the oceanic
domain (Hunt et al. 1990, Ainley et al. 1994). Excep-
tions to this are the black-browed and grey-headed
albatross, which also breed on sub-Antarctic islands,
and exhibit hotspots near Livingston and Elephant
Islands. By contrast, species hotspots identified for
chinstrap penguin, gentoo penguin, Antarctic fur
seal, south polar skua, southern giant petrel and Wil-
son’s storm petrel were closely associated with dis-
tance to land and may indicate probable breeding
colony locations (Harris et al. 2011, Santora 2013).

Interestingly, all species richness hotspots dis-
played persistence values equal to or greater than
50% of the total time surveyed. This is in contrast to
the species abundance hotspots identified, which
showed a range of persistence values. In total, 15
species richness hotspots were identified, 9 of which
occured near the southern Antarctic Circumpolar
Current front, while others were located in proximity
to the South Shetland Islands and the location of
2 submarine canyon systems. However, collectively
the 15 species richness hotspots were not statistically
associated with distance to the ACC or land. The
consistently higher level of persistence exhibited by
species richness hotspots may indicate there are
likely unique physical and biological features spe-
cific to each of these locations, and therefore widely
attractive to multiple top predator species. For exam-
ple, krill hotspots located within the ACC, principally
composed of large sexually mature krill, are distrib-
uted along the shelf-slope coinciding with moderate
levels of eddy kinetic energy (Santora et al. 2010,
2012a); areas that attract diverse species groups

including procellariid seabirds, toothed cetaceans
and mesopelagic fishes (Appendix 1; Barrera-Oro
2002, Santora & Brown 2010, Santora 2012). Richness
hotspots located near land may indicate higher
 numbers of species that either breed there, or are
attracted to the complex bathymetric irregularities
(such as submarine canyons) that foster predictable
concentrations of krill (Santora & Reiss 2011); such
bathymetric features are typical of the nearshore
environment throughout the South Shetland Islands
and Antarctic Peninsula region. Future studies should
examine each species richness hotspot in greater
detail, especially their scale-dependent responses to
physical and biological drivers (Hurlbert & Jetz 2007)
to determine if generalities can be made and applied
throughout the Southern Ocean.

Hotspots and species interactions

Formation and maintenance of hotspots are also
likely influenced by interactions such as competition
and mutualism or facilitation (Reed & Dobson 1993,
Camphuysen & Webb 1999, Ainley et al. 2006, 2009).
Spatial segregation of species abundance hotspots
may in fact indicate niche partitioning among spe-
cies, and relate to difference in prey density and
 spatial organization (Piatt 1990, Piatt & Methven
1992, Santora et al. 2010, 2011). We found that sev-
eral closely related species displayed strikingly dif-
ferent hotspot distribution patterns reflecting oceanic
and coastal origins. For example, hotspots of hump-
back and fin whales—both major krill consumers
requiring extremely dense krill patches—displayed
virtually no spatial overlap (Santora et al. 2010, Sigler
et al. 2012). Hotspots of similar sized cape petrel and
Antarctic fulmar also exhibited non-overlapping
hotspot patterns. Moreover, Wilson’s and  black-
bellied storm petrel, 2 seemingly identical small
petrel species, exhibited hotspots that overlapped
very little. Additional characterization of physical
and biological features of hotspots could be used to
examine potential mechanisms of spatial segregation
among sympatric species (Ainley et al. 2009, Santora
et al. 2012b).

Species that benefit from one another (e.g. local
enhancement; Grünbaum & Veit 2003) may exhibit
higher levels of spatial persistence, having overlap-
ping aggregations within profitable foraging areas.
For example, albatross and petrels often aggregate
together with pursuit-diving penguins and seals,
which are able to exploit a larger portion of the water
column, and whose foraging behavior may drive prey
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close to the surface in reach of the flying seabirds
(Harrison et al. 1991, Silverman et al. 2004). Our re -
sults show that hotspots for black-browed and grey-
headed albatrosses also contained fur seal hotspots,
and were located near known major fur seal breed-
ing colonies (e.g. Livingston and Seal Islets; cells
C5−6 and H3−I2; Fig. 3). Thus, the location of fur seal
colonies may be important to albatross conservation
because of their facilitatory role in providing access
to prey through the action of the seals. Moreover,
the abundance hotspots described here may serve as
a basis for examining potential competition among
seabirds, seals and baleen whales, especially as
whale populations continue to rebuild from com -
mercial whaling (Fraser et al. 1992, Ainley et al.
2006, Trivelpiece et al. 2011). For example, hotspots
of humpback whales were also closely associated
with coastal areas, likely placing them in competition
with neighboring seabird and seal colonies (Santora
& Reiss 2011, Santora 2013). Such critically important
interspecific interactions need to be taken into
account in the implementation of effective conserva-
tion measures, as nonlinear impacts of the decline of
a single predator can have disproportionate effects
(Berec 2010).

Implications for marine spatial management and
conservation

The hotspot patterns presented in this study have
implications for marine spatial management in the
Southern Ocean. The majority of krill-predator and
commercial fishing demand for krill in the Antarctic
Peninsula region occurs within 150 to 200 km from
land (Croll & Tershy 1998, Jones & Ramm 2004, Reid
et al. 2004), coinciding with many of the hotspots
identified in this study located near islands. Addi-
tionally, the commercial krill catch has increased in
recent years, coinciding with new developments in
fishing methods enabling nets to remain submerged
for weeks and continuously pump krill to factory
ships; some estimates suggest krill catches may be as
high as 800 t per vessel per day (Nicol et al. 2012).
To advance spatial management of krill and krill-
predators the Commission for the Conservation of
Ant arctic Marine Living Resources (CCAMLR) de -
veloped small-scale management units (SSMUs) to
manage catch allocations of krill in small areas ensur-
ing additional protection of important predator forag-
ing areas where fishing vessels may pose potential
competition (Constable et al. 2000, Hewitt et al. 2004,
Hill et al. 2009). Near the Antarctic Peninsula region,

there are 8 SSMUs whose boundaries were estab-
lished in part due to the foraging range of land-based
breeding penguins and seals. The SSMUs did not
necessarily take into account the marine distribution
of cetaceans, male fur seals, aerial seabirds (e.g. cape
petrels, fulmars) and sub-Antarctic breeding sea-
birds that concentrate in the region. Moreover,
potential overlap between krill-predators and fishing
vessels was derived from a single shipboard survey
spanning a week of survey effort near the Antarctic
Peninsula (CCAMLR 2000 Survey; Reid et al. 2004).
Due to the high level of temporal and spatial variance
in the distribution of seabirds and marine mammals,
using shipboard surveys to inform marine spatial
management decisions for marine predators should
require integration of multiple surveys replicated
over many years to quantify mesoscale structure and
oceanographic determinants of krill and predator
hotspots (Santora et al. 2010, 2012a). Therefore, per-
sistent top predator hotspots identified here should
be compared to fluxes in krill abundance (Reiss et al.
2008), fishing pressure (Jones & Ramm 2004, Nicol et
al. 2012), boundaries of existing SSMUs (Hewitt et al.
2004) as well as commercial shipping traffic patterns,
which have steadily increased during the past few
decades (i.e. tourist ships; Tin et al. 2008, Lynch et
al. 2010).

The term hotspot is important for generating aware -
ness and particular attention to species of conserva-
tion concern (Myers et al. 2000, Worm et al. 2003,
Rodrigues et al. 2006). CCAMLR and BirdLife Inter-
national are interested in the status of seabird and
marine mammal predator populations of ecological
and conservation value in the Antarctic Peninsula
region. The frequency of occurrence and Interna-
tional Union for Conservation of Nature (IUCN;
Rodrigues et al. 2006) status for all 54 taxa recorded
during our surveys is presented in Appendix 1. In
summary, there were 3 endangered species (hotspots
identified for black-browed albatross and fin whale),
4 near threatened (hotspots identified for gentoo
penguin) and 5 vulnerable (hotspots identified for
grey-headed albatross and white-chinned petrel) spe -
cies recorded during our surveys. Due to their fre-
quency of occurrence and overall abundance, we
were only able to apply the hotspot persistent metric
to the 16 most common species inhabiting the study
region, some of which may not be candidates for con-
servation. Species richness hotspots were identified
based on sighting rates of all species, keeping in line
with the classical concept of a biological hotspot
(Myers et al. 2000, Hurlbert & Jetz 2007). Although
some species were sighted less frequently than  others

300



Santora & Veit: Persistence of top predator hotspots

(Appendix 1), they collectively contributed to our
identification of persistent species richness hotspots,
indicating the ecology of these areas is likely unique.
Therefore, the species richness hot spots we identi-
fied are obvious candidates for further evaluation of
their vulnerability to anthropogenic disturbance and
climate change. Future research ought to character-
ize and compare these richness hotspots in terms of
their oceanography, habitat  quality and the prey con-
centrations they may foster (Worm et al. 2003, Syde-
man et al. 2006, Palacios et al. 2006).

In recognition of their vulnerability to human dis-
turbances and climate change, an atlas of Important
Bird Areas (IBA) based on breeding bird colonies in
the Antarctic Peninsula region highlights many
locations throughout South Shetland Island archi-
pelago (Harris et al. 2011). Although identifying
land-based IBA is valuable, it does not ensure pro-
tection of marine environments where seabirds con-
centrate their foraging effort and spend the majority
of their time (Hooker & Gerber 2004, Hooker et al.
2011). Generally, foraging seabirds are found in
proximity to their breeding colonies, suggesting an
inverse function between their at sea abundance
and distance to land (Croll & Tershy 1998). How-
ever, non-breeding species of seabirds are not tied
to land for provision ing offspring, and some species
traveling afar from breeding grounds to distant for-
aging grounds (e.g. albatross species in this study)
indicate that land-based IBA alone will not ensure
protection of habitats critical for sustaining seabird
populations. The persistent hotspots presented in
this study have important implications for designa-
tion of marine IBA and should be considered along
with land-based IBA for developing Marine Pro-
tected Areas in the future. Therefore, future man-
agement, conservation and marine spatial planning
near the Antarctic Peninsula should benefit from the
baseline distribution of persistent multispecies
hotspots quantified in this study.
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Appendix 1. Species observed during 14 US Antarctic Marine Living Resource (AMLR) surveys January − March, 2003−2011
(sorted alphabetically within frequency of surveys). Conservation status is provided by the International Union for Conservation

of Nature (IUCN; www.iucnredlist.org); see Rodrigues et al. 2006 for details about the IUCN Red List

Name Surveys IUCN
observed status

Antarctic fulmar Fulmarus glacialoides 14 Least Concern
Antarctic fur seal Arctocephalus gazella 14 Least Concern
Antarctic minke whale Balaenoptera bonaerensis 14 Data Deficient
Antarctic prion Pachyptila desolata 14 Least Concern
Antarctic tern Sterna vittata 14 Least Concern
Black-browed albatross Thalassarche melanophrys 14 Endangered
Black-bellied storm petrel Fregetta tropica 14 Least Concern
Blue petrel Halobaena caerulea 14 Least Concern
Brown skua Catharacta antarctica 14 Least Concern
Cape petrel Daption capense 14 Least Concern
Chinstrap penguin Pygoscelis antarctica 14 Least Concern
Fin whale Balaenoptera physalus 14 Endangered
Grey-headed albatross Thalassarche chrysostoma 14 Vulnerable
Humpback whale Megaptera novaeangliae 14 Least Concern
Light-mantled albatross Phoebetria palpebrata 14 Near Threatened
Southern giant petrel Macronectes giganteus 14 Least Concern
South polar skua Stercorarius maccormicki 14 Least Concern
Wandering albatross Diomedea exulans 14 Vulnerable
Wilson’s storm petrel Oceanites oceanicus 14 Least Concern
Gentoo penguin Pygoscelis papua 13 Near Threatened
Northern giant petrel Macronectes halli 13 Least Concern
White-chinned petrel Procellaria aequinoctialis 13 Vulnerable
Soft-plumaged petrel Pterodroma mollis 12 Least Concern
Kelp gull Larus dominicanus 11 Least Concern
Southern bottlenose whale Hyperoodon planifrons 11 Least Concern
Antarctic petrel Thalassoica antarctica 10 Least Concern
Arctic tern Sterna paradisaea 10 Least Concern
Macaroni penguin Eudyptes chrysolophus 10 Vulnerable
Thin-billed prion Pachyptila belcheri 10 Least Concern
Adelie penguin Pygoscelis adeliae 9 Least Concern
Killer whale Orcinus orca 9 Data Deficient
Snowy sheathbill Chionis albus 8 Least Concern
Snow petrel Pagodroma nivea 8 Least Concern
Antarctic shag Phalacrocorax bransfieldensis 7 Not Evaluated
Common diving petrel Pelecanoides urinatrix 7 Least Concern
Hourglass dolphin Lagenorhynchus cruciger 7 Least Concern
Southern elephant seal Mirounga leonina 7 Least Concern
Southern royal albatross Diomedea epomophora 7 Vulnerable
Weddell seal Leptonychotes weddellii 7 Least Concern
Leopard seal Hydrurga leptonyx 6 Least Concern
Long-finned pilot whale Globicephala melas 6 Data Deficient
Southern right whale Eubalaena australis 5 Least Concern
Crabeater seal Lobodon carcinophaga 4 Least Concern
Sooty shearwater Puffinus griseus 4 Near Threatened
Kerguelen petrel Lugensa brevirostris 3 Least Concern
White-headed petrel Pterodroma lessonii 3 Least Concern
Parasitic jaeger Stercorarius parasiticus 2 Least Concern
Emperor penguin Aptenodytes forsteri 1 Least Concern
Fairy prion Pachyptila turtur 1 Least Concern
Gray’s beaked whale Mesoplodon grayi 1 Data Deficient
King penguin Aptenodytes patagonicus 1 Least Concern
Mottled petrel Pterodroma inexpectata 1 Near Threatened
South Georgia diving petrel Pelecanoides georgicus 1 Least Concern
Sooty albatross Phoebetria fusca 1 Endangered
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