1. INTRODUCTION

From the moment fish eggs are spawned until a cohort enters the fishery (recruitment, $R$), a wide range of processes affects its survival. Hjort (1914) suggested that the conditions experienced by early life stages of fish can lead to large population-level variations in $R$ and biomass. However, the relative importance of the processes that determine year-class strength in many exploited marine populations remains obscure. In general, such processes include starvation, predation, transport to/from favourable habitats, direct physiological effects of abiotic oceanographic conditions and interactions among these processes (Houde 2008). In addition, there is now a large body of evidence that demonstrates how spawning stock biomass and demographic structure can influence $R$ via variations in egg production and...

1.1. Match–mismatch hypothesis

A key factor influencing variability in $R$ is the effect of spatio-temporal overlap between prey and predator on predator survival. The rationale is that, right after being spawned, high mortality rates are observed in fish early life stages due to either high predation or low food availability. After hatching, fish larvae are sustained by the yolk-sac and, as soon as the yolk-sac is absorbed, they rely on the presence of food in order to survive and grow (Hjort 1914). This critical period — the transition from capital to income energy supply — is associated with variations in both physical and biological factors, thus affecting the survival of many fish species (Hjort 1914). In the same publication, Hjort (1914, p. 205) first introduced the idea that a mismatch in the period ‘when the young larvae first require extraneous nourishment, and the period when such nourishment is first available’ could lead to higher mortality. In the late 1960s, however, Cushing introduced a mechanism to explain the variability of the mortality linked to this critical period (Cushing 1967). This mechanism was further refined in 1990, where he stated that a key factor in determining the survival of larval fish is the match (or mismatch) between the timing of the period when larvae feed on plankton and the timing of the plankton peak production (Cushing 1990).

In short, if there is a match (high overlap), the probability of larvae surviving onto the next life stage will be higher. Larvae experiencing favourable conditions may experience less predation due to faster growth (Hjort 1914, Cushing 1967, 1990, Fortier et al. 1995, Durant et al. 2007). Conversely, when there is a mismatch, larvae are less likely to survive. Despite limited empirical data, there have been some studies supporting this hypothesis (e.g. Leggett & Deblois 1994, Platt et al. 2003, Koeller et al. 2009, Kristiansen et al. 2011, Durant et al. 2013).

1.2. Match–mismatch dynamics in the Norwegian–Barents Sea system

The Norwegian–Barents Sea system is an area with highly dynamic physical and biological forcing (Sakshaug et al. 2009), where the Northeast Arctic cod $G. morhua$ is a major predator and one of the most abundant fish species in the region. The Northeast Arctic cod spawns along the Norwegian coast; the eggs and the larvae spread northwards and eastwards, where the newly hatched larvae feed on an omnivorous diet (Vikebø et al. 2007, Bogstad et al. 2016). The most dominant zooplankton species in the Norwegian–Barents Sea system is the copepod $C. finmarchicus$ (Melle et al. 2004, Eiane & Tande 2009, Orlova et al. 2010). In this region, $C. finmarchicus$ goes through 6 nauplii stages (NI–NVI), 5 copepodite stages (CI–CV) and one adult stage (CVI, that can be either male or female) within 1 yr or less (Eiane & Tande 2009). $C. finmarchicus$ is the main food item in the diet of many fish species, including the larvae of the Northeast Arctic cod (Elertsen et al. 1987, Vikebe et al. 2007). In this study, we coupled $G. morhua$ as the predator and $C. finmarchicus$ as the prey to assess the effect of the spatio-temporal overlap between prey and predator on predator survival. We did this by developing a metric that acknowledges the roles of mismatch in both space and time. In order to identify the influence of the match–mismatch hypothesis (MMH) on the predator–prey coupling, one needs to quantify an overlap between predator and prey in time and space, and that overlap needs to be correlated with the $R$ of the predator.

1.3. MMH metrics

MMH studies not only provide information on the ecosystem state by assessing species abundance and composition (Durant et al. 2007), they also provide a link between the different marine trophic levels (through energy transfer; Edwards & Richardson 2004). However, many of those studies fail to provide information on the mechanistic applicability of MMH in space. While there are several timing/phenology indicators (Yoder & Kennelly 2003, Platt & Sathyendranath 2008, Cole et al. 2015), spatial indicators are less common due to the lack of highly resolved spatial data, which leads to the role of space being ignored in MMH studies. As noted by Carroll et al. (2019), acknowledging space in overlap metrics is essential, as the spatial resolution at which predator–prey interactions are important is often ignored. This can then influence how one interprets the dynamics of both predator and prey within their ecosystem. In this particular coupling (G. morhua and C. finmarchicus), space may play an important role that previous MMH studies may have missed (Helle 1994, 2000, Helle & Pennington 1999).
In addition to acknowledging space, an overlap metric should allow for the possibility of a mismatch occurring (Durant et al. 2007). A mismatch occurs whenever the degree of temporal and spatial overlap between prey and predator production limits the predator’s survival. Therefore, in order to explore the role of the joint spatio-temporal effect of mismatch on survival of predator fish, there must be a metric that acknowledges the roles of mismatch in both space and time.

Other phenology metrics have been widely used to assess the state of an ecosystem. As distinguished by Ferreira et al. (2014), phenology metrics differ from phenology indicators in that the former are real-world estimators of the latter (see detailed definitions in Ferreira et al. 2014). The most common indicators are the timing of the peak density (e.g. Yoder & Kennelly 2003) and the timing of initiation (e.g. Siegel et al. 2002), whereas metrics are the different mathematical formulations one uses to estimate the indicators. For instance, there are several metrics used to calculate the timing of initiation (an indicator), such as the ones used in this study. Here, we estimated 6 metrics for each larval size class: prey amplitude, prey magnitude, peak timing, timing of initiation, maximum growth rate and predator–prey overlap (see Table 2 for definitions). The first 5 metrics include those most commonly used in the literature (Ji et al. 2010), to which we added our newly developed metric of overlap.

2. MATERIALS AND METHODS

In order to successfully test whether MMH explains R of the Northeast Arctic cod, we needed to have a gap-free (i.e. no missing data), low-noise data set. Therefore, we modelled both predator and prey abundance changes over space and time to fill gaps in the observations and reduce noise (Kvile et al. 2014, Stige et al. 2017). These spatio-temporal models for Northeast Arctic cod and copepod both use information on the temperature experienced by the organisms at the time and place they were sampled (Kvile et al. 2014, Stige et al. 2017).

2.1. Zoo- and ichthyoplankton data

Data on copepod Calanus finmarchicus and Northeast Arctic cod Gadus morhua larvae were collected during the ichthyoplankton surveys run by the Knipovich Polar Research Institute of Marine Fisheries and Oceanography (PINRO) in both spring (April–May) and summer (June–July) by using a Juday plankton net (copepods: 37 cm diameter opening, 180 µm mesh size) and an egg net and ring trawl (fish larvae: 80 cm diameter opening, 0.505 mm mesh size and 150 cm diameter opening, 3 mm mesh size; Nesterova 1990, Mukhina et al. 2003, respectively). Sampling covered the northeastern Norwegian Sea and the southwestern Barents Sea from 1959–1992 (Fig. 1, with 1966, 1980, 1981, 1986, and 1990 missing). We focused on data collected in the upper 50 m.

For G. morhua larvae, we used data collected with both ring trawl and egg net, thus excluding stations in which only one method was used. While larvae are also captured in egg nets, the egg nets sample larvae less efficiently than the ring trawls, and the observation noise was expected to be higher for stations with only egg net samples. Both C. finmarchicus and G. morhua abundance data were recorded as ind. m$^{-3}$ for each size class. From this point, we will refer to abundance or biomass per m$^3$ (technically concentrations) as simply abundance or biomass.

In this study, we binned C. finmarchicus stages into 4 stage classes as follows: nauplii, CI–CIII, CIV–CV and CVI male and female. The reason for this division is 2-fold: it characterises the cod diet preferences per larval fish size class, and the copepod data is not resolved enough to consider each copepod stage individually. Copepod nauplii stages were only identified as Calanus sp. (Nesterova 1990). Further description of the data on C. finmarchicus can be found in Kvile et al. (2014).

Data on G. morhua larvae were zero-inflated (see Figs. S1 & S2 in the Supplement at www.int-res.com/articles/supp/m13276_supp.pdf). For this study, we only considered the feeding size classes of G. morhua, which start around 4.5–5.2 mm (Bjørke & Sundby 1984). The available larval data were divided into length classes, thus limiting us to start the feeding size classes at 6 mm. We kept the remaining size classes as per the original data set: L2 (6–10 mm), L3 (11–15 mm), L4 (16–20 mm) and L5 (21+ mm). We used standard length (SL) to calculate gape size (GS) of the larval cod, following Rowlands et al. (2006): GS = (SL$^{1.376}$) $\times$ 5.297 $\times$ 10$^{-2}$ (for SL < 10.56 mm), and GS = (SL$^{0.768}$) $\times$ 2.952 $\times$ 10$^{-1}$ (for SL > 10.56 mm). Table 1 provides definitions for all variables used in this study. These estimates allowed us to calculate the size class of copepods that each larval size class eats, by using copepod lengths per stage calculated by Campbell et al. (2001; reared at 8°C in the laboratory), as follows: L2 size class of G. morhua eats up to stage CIII of C. finmarchicus (1.36 mm), L3 eats up to stage CV (2.37 mm),
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Fig. 1. (a,c,e) Spatial and (b,d,f) temporal distributions of sea temperature (ST; a,b), *Gadus morhua* larvae (c,d) and *Calanus finmarchicus* (e,f) of all size classes and stage classes, respectively. Grey shading indicates presence of zeros.
and both L4 and L5 eat all stages (max. copepod length: 2.76 mm).

### 2.2. Temperature data

We estimated sea temperature (ST; upper 50 m) from the Nordic Seas 4 km numerical ocean model hindcast archive (SVIM) from 1959–1992 (Lien et al. 2013). We matched the SVIM data with the larvae and zooplankton collected by PINRO data by averaging the SVIM ST for the upper 50 m for each of the stations where PINRO data were collected (Fig. 1).

### 2.3. Modelling

The models on predator and prey were based on Stige et al. (2017) and Kvile et al. (2014), respectively. We used the data to develop a statistical model that quantified the spatio-temporal distribution of each stage and species as a function of temperature for each class (stage class for prey, size class for predator) from day of year (DOY) 107 (~17 April) to 208 (~27 July). DOY 107 and 208 were chosen based on data availability. However, the model outputs were only considered between DOY 120 (30 April) and 205 (24 July) because the models predicted unrealistic, negative abundance on the tails of the seasonal cycles. Model equations and scores can be found in Table S1. All statistics and plotting were performed in R v.3.6.2 (R Core Team 2019). Note that in this study we use lowercase r2 to represent goodness of fit of our models, instead of the commonly used R 2, to avoid confusion with recruitment (here represented by R).

For the prey C. finmarchicus, we fitted a generalised additive model (R package ‘mgcv’ version 1.8-31; Wood 2017) for each copepod stage class, i (nauplii, CI–CIII, CIV–CV, adults) and j (predator size class L2, L3, L4 and L5).

\[
\log(Z_{xt} + 1) = \alpha + f_1(\text{DOY}_t) + f_2(\text{DOY}_t) \cdot ST_{xt} + f_3(\text{LON}_t, \text{LAT}_t) + \text{YEAR}_t + \epsilon_{xt} 
\]

Here, Z_{xt} is copepod abundance of the given stage class at location x and time t. The coefficient \( \alpha \) is the intercept. The smooth function \( f_1 \) of DOY estimates the average seasonal change in abundance. The smooth function \( f_2 \) of DOY gives the DOY-dependent coefficient for the effect of sea temperature anomaly (ST\_A\_i; calculated as in Kvile et al. 2014) and estimates how the seasonal pattern varies with ST. The 2-dimensional smooth function \( f_3 \) of longitude (LON) and latitude (LAT) estimates the time-averaged spatial pattern. Finally, \( \text{YEAR}_t \) is a random effect of year and \( \epsilon_{xt} \) is a normally distributed error term. For the model to be identifiable, the functions \( f_1 \) and \( f_3 \) and terms \( \text{YEAR}_t \) and \( \epsilon_{xt} \) had means zero. The model results for each stage class abundance \( Z_i \) were then multiplied by stage-specific weights of *C. finmarchicus* from Kanaeva (1962) to get \( Z_i \) as biomass (in mg m\(^{-3}\)).

### Table 1. Acronyms used in this study. Predator: Gadus morhua larvae (indicated by L); prey: Calanus finmarchicus (indicated as Z in zooplankton)

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMH</td>
<td>Match−mismatch hypothesis</td>
</tr>
<tr>
<td>R</td>
<td>Predator recruitment (age 3)</td>
</tr>
<tr>
<td>GS</td>
<td>Predator gape size</td>
</tr>
<tr>
<td>SL</td>
<td>Predator standard length</td>
</tr>
<tr>
<td>i</td>
<td>Prey stage class (nauplii, CI–CIII, CIV–CV, adults)</td>
</tr>
<tr>
<td>j</td>
<td>Predator size class (L2, L3, L4 and L5)</td>
</tr>
<tr>
<td>Z</td>
<td>Prey abundance or biomass</td>
</tr>
<tr>
<td>L</td>
<td>Predator abundance</td>
</tr>
<tr>
<td>I</td>
<td>Indicator variable</td>
</tr>
<tr>
<td>ZAI</td>
<td>Prey availability index</td>
</tr>
<tr>
<td>LZO</td>
<td>Predator−prey overlap</td>
</tr>
<tr>
<td>ZA</td>
<td>Amplitude of the prey cycle</td>
</tr>
<tr>
<td>ZM</td>
<td>Magnitude of the prey cycle</td>
</tr>
<tr>
<td>LZP</td>
<td>Difference in peak timing of prey and predator cycles</td>
</tr>
<tr>
<td>LZI</td>
<td>Difference in initiation timing of prey and predator cycles</td>
</tr>
<tr>
<td>LZG</td>
<td>Difference in maximum growth rate (step increase) of prey and predator cycles</td>
</tr>
<tr>
<td>DOY</td>
<td>Day of year</td>
</tr>
<tr>
<td>YEAR</td>
<td>Year</td>
</tr>
<tr>
<td>LON</td>
<td>Longitude</td>
</tr>
<tr>
<td>LAT</td>
<td>Latitude</td>
</tr>
<tr>
<td>ST</td>
<td>Sea temperature</td>
</tr>
<tr>
<td>STA</td>
<td>Sea temperature anomaly</td>
</tr>
<tr>
<td>N(_{eggnet})</td>
<td>Number of egg nets</td>
</tr>
<tr>
<td>N(_{ringtrawl})</td>
<td>Number of ring trawls</td>
</tr>
<tr>
<td>A</td>
<td>Area under the curve</td>
</tr>
<tr>
<td>t</td>
<td>Time, in days</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation of either prey or predator</td>
</tr>
<tr>
<td>m</td>
<td>Timing of peak abundance or biomass of either prey or predator</td>
</tr>
<tr>
<td>A(_L)</td>
<td>Area under the predator curve</td>
</tr>
<tr>
<td>A(_x)</td>
<td>Area under the prey curve</td>
</tr>
<tr>
<td>LI</td>
<td>Annual larval and post-larval abundance index</td>
</tr>
</tbody>
</table>
For the predator *G. morhua*, we used the Tweedie family (since the data were zero-inflated; Dunn & Smyth 2005, 2008, Dunn 2017) for each larval size class, *j* (L2, L3, L4 and L5). This model was based on Stige et al. (2017):

\[ L_{xt} = \alpha + g_1(DOY_i) + g_2(DOY_i) \cdot ST_{xt} + g_3(LON_x, LAT_x) \]

\[ + \beta_1 \cdot \log(N_{eggnet,xt} + 1) + \beta_2 \cdot \log(N_{ringtrawl,xt} + 1) + \text{YEAR}_t + \varepsilon_{xt} \]  

(2)

Here, *L<sub>xt</sub>* is cod larval abundance of a given size class at location *x* and time *t*. The terms have similar interpretation as in Eq. (1), but were estimated separately from the ones in those models. The coefficients *β<sub>1</sub>* and *β<sub>2</sub>* account for sample size, with *N<sub>eggnet</sub>* being the number of egg net hauls and *N<sub>ringtrawl</sub>* the number of ring trawl hauls. We used different coefficients for the effects of egg nets and ring trawls because the capture efficiency is likely to differ between the 2 gears.

*Z* and larval abundances by size class (*L<sub>j</sub>*) were predicted for each DOY, LON and LAT, but only for those locations that had at least 10% estimated probability of sampling cod larvae at each size class (Fig. S1, see also Section B in the Supplement).

The food available for each larval size class *L<sub>j</sub>* was calculated by adding the abundance or biomass of all stage classes of *C. finmarchicus* (i.e. *Z*<sub>i</sub>) that a specific larval size class is able to eat (see Section 2.1). We calculated this new index of the larval prey availability (*ZAI<sub>j</sub>*) as follows:

\[ ZAI_j = \sum_{i=1}^{i=4} Z_I_i \]  

(3)

Here, *I<sub>i</sub>* is an indicator variable, which is 1 if a copepod stage class is included in the diet of cod larval size class *i*, and 0 if not. Further details on the calculation of *ZAI<sub>j</sub>* can be found in Section B of the Supplement.

Both *L<sub>j</sub>* and *ZAI<sub>j</sub>* were integrated over space to compute a single value for each DOY and YEART prior to the calculation of the phenology metrics.

### 2.4. Phenology metrics

The results from the previous section were used to estimate a total of 6 metrics for each larval size class *j*. A detailed description of each phenology metric is available in Table 2. In short, 5 of these metrics are based on commonly used metrics from the literature (references in Table 2), whereas the sixth refined the metric of Durant et al. (2005) to take into account the spatial dimension.

The first 5 metrics are zooplankton amplitude (max. ZAI<sub>j</sub>, ZA<sub>j</sub>), zooplankton magnitude (sum total ZAI<sub>j</sub>, ZM<sub>j</sub>), peak timing (when either ZAI<sub>j</sub> or *L*<sub>j</sub> reach their max., LZP<sub>j</sub>), timing of initiation (when either ZAI<sub>j</sub> or *L*<sub>j</sub> surpass 5% of their annual median for at least 2 consecutive weeks, LZI<sub>j</sub>), maximum growth rate (max. daily increase in either ZAI<sub>j</sub> or *L*<sub>j</sub>, LZG<sub>j</sub>), and predator–prey overlap (LZO<sub>j</sub>). *ZA* and *ZM* were estimated from ZAI<sub>j</sub>. The timing metrics (LZI<sub>j</sub>, LZP<sub>j</sub>, and LZG<sub>j</sub>) were calculated for both ZAI<sub>j</sub> and *L*<sub>j</sub> per larval size class *j*, and then the latter was subtracted from the former. Thus, a positive value indicates that the timing of prey occurred later than the timing of predator, whereas a negative value indicates it occurred earlier.

The sixth metric, LZO<sub>j</sub> was calculated as described in Durant et al. (2005; their Fig. 1). The equations used in the calculation are available in Table 2. In short, we calculated the area of overlap between the estimated curves describing the change of *L*<sub>j</sub> and ZAI<sub>j</sub> over time, assuming that this area is proportional to the survival of young cod to R at age 3. We first calculated the area of the curve (*A*<sub>j</sub>) for each larval size class *j* for both predator (*A*<sub>Lj</sub>) and prey (*A*<sub>2j</sub>), assuming that the seasonal trends in both *L*<sub>j</sub> and ZAI<sub>j</sub> follow a Gaussian curve defined by the estimated standard deviation (SD) and the timing of the peak (*m*; peak is defined as ZA) of *L*<sub>j</sub> and ZAI<sub>j</sub>. We then calculated the area of overlap by calculating the minimum of the integrals *A*<sub>Lj</sub> and *A*<sub>2j</sub>, as shown in Table 2. *L*<sub>j</sub> is in units of ind. m<sup>-3</sup> and ZAI<sub>j</sub> in mg m<sup>-3</sup> (or ind. m<sup>-3</sup> when we used abundance), however, LZO<sub>j</sub> has no units (as they cancel each other); therefore, we considered LZO<sub>j</sub> a dimensionless metric. Further details on how to calculate LZO<sub>j</sub> can be found in Durant et al. (2005) and in Table 2. Recently, Durant et al. (2019) published the R code to calculate the overlap.

All metrics were computed annually for 1959–1992 for each larval size class *j*. Each of the 6 metrics was then tested for its ability to explain variability in *R* for each larval size class *j* with a 3 yr lag (G. *morhua* recruits at age 3) as follows:

\[ R_t = a + b \cdot M_{t-3} + \varepsilon_t \]

(4)

\[ \varepsilon_t \sim N(0, \sigma^2) \]

Here, *R*<sub>t</sub> is recruitment in year *t*, *a* and *b* are the intercept and the slope, respectively, of the regression line, *M* is a given metric for a given larval size class (ZA<sub>j</sub>, ZM<sub>j</sub>, LZP<sub>j</sub>, LZI<sub>j</sub>, LZG<sub>j</sub>, or LZO<sub>j</sub>), and *ε*<sub>t</sub> is a size-class-specific normally distributed error. Estimates of *R* were based on the most recent stock assessment ICES (2018). We also tested the effect of
larval abundance on \( R \) by adding an annual larval and post-larval abundance index in June–July (LI; taken from Stige et al. 2015) to the model represented by Eq. (4) without any metric (so it reads as \( R = a + b \times \text{LI} + \epsilon \)), and with 5 of the metrics used in this study (ZA\( j \), ZM\( j \), LZP\( j \), LZI\( j \), and LZG\( j \)), but not for LZO because this metric already accounts for larval abundance (Table 2). We tested the residuals from each of the linear regressions for temporal autocorrelation, but no significant autocorrelation existed.

### 3. RESULTS

#### 3.1. Seasonal trends

We show the estimated seasonal trends in \( L_j \) and \( Z_i \) for a selected year (1970) as an example (Fig. 2), which was a year associated with a high \( R \) index. Results for a year with low \( R \) (1979) are shown in Fig. S3. Predictions of \( L_j \) showed an expected succession of \( j \), with \( L_2 \) having a peak around 1 June, \( L_3 \) in mid-

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description (reference)</th>
<th>Input</th>
<th>Equation</th>
<th>Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZA: prey amplitude</td>
<td>Amplitude of the prey cycle: peak value, i.e. highest production (e.g. Yoder &amp; Kennelly 2003)</td>
<td>ZAI</td>
<td>( ZA = \max ZAI )</td>
<td><img src="https://www.example.com/graph1.png" alt="Graph" /></td>
</tr>
<tr>
<td>ZM: prey magnitude</td>
<td>Magnitude of the prey cycle: total seasonal production (e.g. Platt &amp; Sathyendranath 2008)</td>
<td>ZAI</td>
<td>( ZM = \sum_{\text{DOY}=107}^{208} ZAI )</td>
<td><img src="https://www.example.com/graph2.png" alt="Graph" /></td>
</tr>
<tr>
<td>LZP: peak timing</td>
<td>Difference in peak timing of prey and predator cycles: day of the highest production (e.g. Platt et al. 2003)</td>
<td>( L, ZAI )</td>
<td>( LZP = \text{DOY}<em>{\max ZAI} - \text{DOY}</em>{\max L} )</td>
<td><img src="https://www.example.com/graph3.png" alt="Graph" /></td>
</tr>
<tr>
<td>LZI: initiation timing</td>
<td>Difference in initiation timing of prey and predator cycles: initiation timing is defined as the day when the productions rises 5% above the median (Siegel et al. 2002)*</td>
<td>( L, ZAI )</td>
<td>( LZI = \text{DOY}<em>{ZAI&gt;1.05 ZAI} - \text{DOY}</em>{L&gt;1.05 L} )</td>
<td><img src="https://www.example.com/graph4.png" alt="Graph" /></td>
</tr>
<tr>
<td>LZG: maximum growth timing</td>
<td>Difference in timing of maximum growth of prey and predator cycles: timing of maximum growth is defined as the day of the highest step increase (e.g. Rolinski et al. 2007)</td>
<td>( L, ZAI )</td>
<td>( LZG = \text{DOY}<em>{\max ZAI&lt;\text{DOY}</em>{\max L}} - \text{DOY}_{\max L} )</td>
<td><img src="https://www.example.com/graph5.png" alt="Graph" /></td>
</tr>
<tr>
<td>LZO: predator-prey overlap</td>
<td>Area in which A for the prey overlaps with that of the predator: the area under both curves (orange area, Durant et al. 2005, 2019)</td>
<td>( L, ZAI )</td>
<td>( A = \frac{1}{\sqrt{2\pi} \cdot SD} \cdot e^{-\left(\frac{(t-m)^2}{2SD^2}\right)} )</td>
<td><img src="https://www.example.com/graph6.png" alt="Graph" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( LZO = \int_{\text{DOY}=107}^{208} \min(A_t,A_Z) , dm )</td>
<td></td>
</tr>
</tbody>
</table>
June, L4 at the end of June and L5 in mid-July (Fig. 2 top). The highest average abundance was found for L5. Similar results were found for all years (for instance, see results for year 1979 in Fig. S3).

Predictions of $Z_i$ showed an expected succession of $i$ from nauplii to CIV–CV, whereas the adult stage classes seemed to be present throughout the sampling period (Fig. 2 bottom). The lowest average biomass was found for the nauplii stage classes and the highest for stage classes CIV–CV. Similar results were found for all years (for instance, see results for year 1979 in Fig. S3).

Again, results are shown for 1970 only (Fig. 2 middle, but results for year 1979 can be found in Fig. S3). Because Gadus morhua size class L2 only eats Calanus finmarchicus nauplii and C1–CIII stage classes, the biomass of C. finmarchicus available for L2 was the lowest of the 4 size classes, which was evident in ZAI, (Figs. 2 [middle], S3, S4, & S5). The difference in the shapes of the 4 curves is because the location of sampling for each predator size class is taken into account (Fig. S1). Data used for calculation of these curves is available in the Supplement.
3.2. Interannual variability

The relationship between the degree of LZO\(_j\) and \(R\) (with a 3 yr lag) was positive for all size classes; however, the relationship was not statistically significant for L5 (see Fig. 4). These results suggested that a high overlap was linked to a high \(R\), and this was visible when comparing extreme years: a year with a high index (1970) to a year with a low one (1979; Fig. 3). To better understand the differences between 1970, 1979, and the general time series, we calculated the number of prey items per individual predator, as well as the prey biomass per individual predator (Fig. S5). For the 1970 year-class, \(R\) at age 3 (3 yr later) was strong and linked to a high overlap, indicating that food was not a limiting factor. However, the biomass (and abundance) of \(C.\ finmarchicus\) per predator was at least 3 orders of magnitude higher in 1979 (97.49−11 465.22 mg per 3563−34 282 ind.) than in 1970 (2.87−50.29 mg per 125−180 ind.) (Fig. S5). Therefore, even though food was not limiting, and even though the larvae were at the right place at the right time, the degree of LZO\(_j\) was still very low (due to low larval abundance; Fig. S3). In 1992, however, the number of prey (and also their biomass) per pred-

crease(d, leading to a biomass between 6.50 and 24.74 mg predator\(^{-1}\)), which led to a very high overlap for larvae larger than 16 mm (lower panels in Fig. 3).

We compared the relationship between \(R\) and the other phenology metrics calculated based on either prey abundance or biomass (Fig. 4; time series of all combinations can be seen for both biomass in Fig. S6 and abundance in Fig. S7). None of the metrics showed a positive and significant correlation with \(R\), except for LZO\(_j\) (\(r^2 = 0.29, p < 0.005;\) Figs. 4 & S8). In addition, the interannual variability of the timing metrics LZI\(_j\), LZP\(_j\), and LZG\(_j\) differed among size classes (Fig. S6). LZI\(_j\) was mostly negative and close to 0 for the first-feeders (L2), meaning that the timing of initiation of both prey and predator (i.e. LZI\(_j\)) occurred simultaneously for most years. LZI\(_j\) of L3 and L4 occurred earlier than that of the prey (Fig. 2). L5 larvae showed a more
diverse range of positive and negative values. In general, this metric had a mean of 7.09 ± 1.4 d. LZP, varied slightly more between earlier and later prey availability between 1.76 ± 16.9 d, whereas LZG, varied in the range of 7.38 ± 25.7. The relatively high values in the timing metrics are because, in some years and size classes, we observed that C. finmarchicus had a double peak, so the metrics calculated on their seasonal cycle relate to the first peak. If the larval abundance in those same size classes and years initiates and peaks much later, the discrepancy between prey and predator timings will be higher. ZA, and ZM varied in different order of magnitudes with means of 958 ± 1487 and 28056 ± 42044 mg m⁻³, respectively. LZO had a mean of 60.5 ± 94.7.

The estimated effect of LI on R was significant (r² = 0.22, p < 0.05). When adding LI to Eq. (4), the performance of each metric changed (see Fig. S9). In some cases, r² increased when LI was added. For example, LZP, particularly for prey of L5 larvae, contributed most to explaining variation in R when LI was accounted for. However, LZO for L3 larvae explained more of the variation in R than any other of the combination of larval and prey indices.

In addition, we tested how sensitive the relationship between R and LZO was to the scaling of the predator–prey abundance (Fig. S10). We observed that, for instance, even though the relationship between LZO for j = 5 and R was not significant on a 1:1 scaling ratio (Fig. 4), there was a wide range of other scaling factors where the relationship for L5 was significant for both abundance and biomass (see green areas in Fig. S11 bottom).

4. DISCUSSION

This study’s main objective was to assess the effect of the predator–prey co-occurrence on predator recruitment in the Norwegian–Barents Sea system to better explain whether MMH dynamics are present in the region. We did this by focusing on the larvae of Gadus morhua (Northeast Arctic cod) as a predator and the copepod Calanus finmarchicus as their main prey (Ellertsen et al. 1987, Vikebe et al. 2007). We quantified the spatio-temporal overlap through time from 1959–1992 and compared that with cod R (when they enter the fisheries at 3 yr of age). We found that R of the Northeast Arctic cod is indeed positively and significantly correlated with the spatio-temporal overlap between cod larvae of all size classes (except 21+ mm) and their prey. The results of this analysis thus act as proof of concept and as a step to developing novel statistical methods to identify robust phenology metrics that consider space and describe the overlap in any trophic coupling.

Even though MMH explained a significant part of the observed R, we were limited in our study by the fact that R is first measured 3 yr after larval first-feeding, and there are many factors that affect fish survival during their first years. Given the data we had access to, there were essentially 2 ways to test the effects of MMH on R: by using an integrative metric, such as LZO or by adding LI as a covariate in models of cod R. The first approach accounts for both predator and prey, and proved to be successful in explaining up to 29% of the variation in R (Fig. 4). The results of the second approach were, however, inconclusive, as most metrics had similar r² to one another (Fig. S9), indicating that a large part of the predictive power of our overlap metric comes from understanding the number of available larvae. Alternatively, other factors may play a big role, such as spatial distribution of both prey and predator or copepod abundance/biomass.

The LZO metric was also tested for different scaling factors, to show how sensitive this type of metric (integrative) is. In theory, changing the scaling of one compared to the other will affect the correlation between the LZO and R. We tested the sensitivity of the LZO metric to such a scaling change (Fig. S10). While some scaling factors provided higher r², we did not use them since they implied using a different scaling factor per predator size class, which would not be meaningful since they were all collected in the same sampling haul. However, changing the biomass (or abundance) of zooplankton makes sense because each individual prey item has a different impact on an individual predator larvae depending on the larval size class. For instance, nauplii will meet the requirements of a L2 larva sooner than those of a larger L5 larva, simply because the food requirements of a L5 larva are higher than those of a L2 larva. Because we had no access to information on larval stomach fullness, we did not use any scaling factors.

Most studies looking into the MMH focus on using a suit of phenology metrics that describe either the timing or magnitude of specific biological events (see examples in Ferreira et al. 2014). However, such metrics fail to assess the interaction between prey and predator in space, time and magnitude. Thus, relevant information may be limited by the choice of metrics. In our study, the variability in LZO of L3 larvae explained 29% of the variability in R, meaning that what happens within those weeks of life influences the abundance of age 3 cod, even though it is not the
only process involved that will affect survival up to 3 yr of age. In detail, LZO, was high in 1970, which was also a year that resulted in a high \( R \). In that year, each \( G. \) morhua larvae had between 2.87 and 50.29 mg m\(^{-3}\) of \( C. \) finmarchicus available (Fig. S5). However, even though prey available to each individual larva in 1979 was at least 3 orders of magnitude higher than in 1970, LZO was low in 1979, as was the resulting \( R \) 3 yr later. In short, even though there was plenty of available food at the time and place for the larvae to consume, there may have been too few larvae to produce a strong year-class (Fig. 3).

The amount of larvae may thus not have been sufficient to allow the cohort to persist up to age 3 at a high enough level to lead to high \( R \). A potential explanation for this (and one we did not test in this study) may be a strong Allee effect (i.e. a positive density-dependence effect), in which the growth rate of the first-feeding larvae was lowered in response to low densities (Shepherd & Cushing 1980), which would explain the low overlap and subsequent low \( R \) in years with more than enough available food. By adding LI to Eq. (4) (also see Figs. 4 & S9), we thus show that larval abundance does play an important role in explaining \( R \). However, another potential explanation for the low \( R \) in 1979 may be higher morality after the larval stages, a hypothesis that we cannot assess with the models used here.

Some unexpected results were found in our analyses. For instance, in 1992, a year with the highest LZO for larvae larger than 16 mm (lower panels in Fig. 3), the available biomass of prey per larva was similar to 1970 (Fig. S5), but \( R \) was much lower than in 1970. For 1992, our metric does not follow the same pattern at explaining cod \( R \). The overlap in 1992 shows that our metric also takes into account how the predator and prey densities interact with each other, i.e. the area of the \( Z \) curve covered by the \( L \) curve was actually much larger than in any other year because in 1992, compared to the other years, prey densities were some of the lowest, whereas the predator densities were relatively high. Nevertheless, these results also suggest that our overlap metric does not take into account how many (or how much) prey each individual predator needs or even ingests. Ellertsen et al. (1987) suggested that, in order for a successful first-feeding to occur, there must be 5–10 ind. prey l\(^{-1}\). They also suggested a feeding ratio (number of prey organisms per larval gut) between 0.6 and 4.3 from 1976–1984. In our analyses, our lowest ratio of available \( C. \) finmarchicus per individual \( G. \) morhua larvae was around 8751 ind. m\(^{-3}\) (around 8.75 ind. l\(^{-1}\); Fig. S5), thus indicating that food limitation was not an issue. However, some of the years in which this ratio was the lowest— but still above Ellertsen et al. (1987)’s threshold (marked by the dashed, dark grey line in Fig. S5) — corresponded to years with a high \( R \) (e.g. 1963 or 1970). This may have been because of a higher number of successful prey encounters and/or other factors other than food determining high survival in those years.

### 4.1. Novelties of the MMH overlap metric

This study focused on acknowledging the importance of the following critical components: fish larval abundance, zooplankton biomass, time, space and mismatch. This is because first, some of the most influential MMH studies (Platt et al. 2003, Durant et al. 2007, Koeller et al. 2009) focused on linking phytoplankton to fish. However, most larval fish begin feeding on early-stage zooplankton rather than phytoplankton (Beaugrand et al. 2003, Neuheimer et al. 2018). Here, we used size-class-specific prey size to represent the real-life diet of cod larvae in the Norwegian–Barents Sea system. These larvae feed mainly on \( C. \) finmarchicus (Ellertsen et al. 1987, Brander 1994, Vikebø et al. 2007) of different sizes, which is limited by the gape size of larval cod. We found no evidence in the literature of a size-class-specific overlap being used to compare to \( R \), so our study improves our understanding of the cod–copepod coupling in the Norwegian–Barents Sea system. However, the data set used in this study probably undersampled nauplii and smaller copepodes that may have passed through the mesh (as suggested by Stige et al. 2014), which could have impacted the results.

Second, a successful MMH study considers both the timing and location of biological events (Carroll et al. 2019). In our study, we took into consideration the spatial distribution of both prey and predator and only estimated the overlap metric when both co-occurred, as opposed to taking an overall temporal average for the entire region.

Third, as opposed to previous MMH studies (Cushing 1990, Edwards & Richardson 2004), our metric does not assume a constant timing of larvae; i.e. the timing of larval occurrence (either peak or initiation) varies in our study. While the former can be assumed to be true for some stocks since the variation in spawning time is relatively small (Cushing 1969), this approximation is not appropriate when spawning is considered at several locations, as we did in this study. Cod are known to be batch spawners, and the spawning period lasts for 2–2.5 mo (Kjesbu 1989).
Furthermore, temperature-dependent development of eggs and larvae may cause variation in larval timing (e.g. Kristiansen et al. 2011).

Fourth, the degree to which predator and prey co-occur is relevant, as it allows for a more detailed understanding of how the predator–prey coupling varies over time. Therefore, it is important that one assesses both the seasonal cycles, but also the overall strength (magnitude and amplitude) of each predator–prey pair beforehand. Our study not only acknowledged the timing and location, but it also took into account the abundance (or biomass) of both predator and prey, as this can mitigate potential mismatches (Durant et al. 2005).

While the Northeast Arctic cod is a very important species within the Norwegian–Barents Sea ecosystem, *C. finmarchicus* is even more so (Brander 1994). Our results on the *C. finmarchicus* seasonal cycle are consistent with those of Kvile et al. (2014) (even though we used the same data set, we only focused on the upper 50 m; our model also slightly differs from theirs), with indications of a peak of abundance and biomass in spring for both nauplii and stage classes CI–CIIII, whereas stage classes CIV to adults peaked towards the summer (Figs. 2 & S3). Varpe & Fiksen (2010) also reported peaks of abundance and biomass in June/July for *C. finmarchicus* stage classes CV to adults (see their Fig. 2), which match our findings.

Northeast Arctic cod spawn between mid-February and early May, with a mean around the last days of March and the first of April (Ellertsen et al. 1987, Brander 1994, Langangen et al. 2016). The eggs then hatch in late April, and the cod larvae start feeding mainly on *C. finmarchicus* nauplii on Days 5–8 post-hatching (at 5°C, according to Ellertsen et al. 1987 and Brander 1994). Our results suggest that the timing of the first-feeders (i.e. L2) peaked from mid to late May in 1983 (a warm year, see Fig. S11), whereas Ellertsen et al. (1987) suggested a peak in late April. These authors also reported the curve for the first-feeders of 1981 (a cold year), a year for which we unfortunately did not have data. Having no data for 1981, we used another cold year (1979; see Kvile et al. 2014) for comparison. In our results, we observed a peak of abundance and biomass for the first-feeders around 1 June in 1979, whereas Ellertsen et al. (1987) observed it around 17 May in 1981. The difference of 2 wk between our results and those of Ellertsen et al. (1987) is constant for both warm and cold years, which leads us to believe that it is probably due to differences in sampling and/or modelling approaches.

4.2. Conclusions

Even though the overlap metric used in this study helps assess predator–prey MMH dynamics, we are aware that it requires spatio-temporal-rich data sets — which are rare. For this study, we had access to a spatially and temporally rich data set, which allowed us to pursue this route of analyses. However, in cases with poorly resolved data, careful consideration of all relevant players and all their counterparts is key. Nevertheless, a predator–prey overlap metric proves to be useful when data are available.

The survival of cod eggs from spawning to hatching (10%), and larvae from hatching to first-feeding (2–3%) is very low (Ellertsen et al. 1989), with an average of 0.00065% of the total egg production surviving to the age at R (Kraus 2002, Bogstad et al. 2016). There is high mortality during the first weeks and months of a cod’s life cycle. We used the information previously published on these species (*G. morhua* and *C. finmarchicus*) and this topic (MMH) to build a robust metric of predator–prey overlap. The long-term effect of low food availability is not as easy to measure (and/or test) as the effect of a fatal encounter with a successful predator. Even though our metric failed to account for sources of variability in the period between larval stages and R 3 yr later, which may play stronger roles than the MMH dynamics, our study adds to the understanding of how the amount of food available during the critical period affects survival in later stages.

Data availability. The data output of the predator–prey overlap (LZO) and all the other metrics (ZA, ZM, LZP, LZl, and LZGj per larval size class can be found at www.asofiaafferreira.com/spitfire/data.
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