Portraying climate scenario uncertainties in relation to tolerable regional climate change
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ABSTRACT: Analyses of the impacts of future anthropogenic climate change on environmental and social systems have been dominated by a ‘top-down’ approach. A climate change scenario is defined using output from one or more climate model experiments, the scenario is run through one or more environmental simulation models, and the impacts of the prescribed climate change evaluated. This approach places a considerable burden on the selection of which climate change scenarios should drive the impacts assessment. An alternative approach for assessing possible impacts of climate change follows a ‘bottom-up’ (or inverse modelling) approach. Here, the sequence of analysis steps is inverted. An assessment is made of what range of magnitudes and/or rates of regional climate change could be adapted to by an environmental or social exposure unit. The question is then asked of the climate scenario developer, how likely is it that future regional climate change will exceed these limits, and by when? Under what scenario or modelling assumptions will these limits be exceeded? And how do these future changes relate to current climate variability? In this paper we present a systematic approach for considering the effect of a set of scenario and modelling uncertainties on the likelihood of critical climate change being exceeded for particular exposure units. We present this assessment in the context of observed climate change over the last 100 yr and illustrate the approach for the UK and for 2 thresholds of climate change. These are defined, very simplistically, in terms of summer mean temperature and rainfall and as such may nominally be regarded as relating to water resources in the UK. We argue that one of the strongest advantages of this approach is that it disarms those who wield climate change scenarios as though they were in some sense ‘predictions’ of future climate. By visualising the effects on realised future climate of different modelling assumptions and scenario uncertainties, we make more transparent the judgements that must be made in assessing the significance of climate change impacts on different regional exposure units.

KEY WORDS: Climate scenarios · Natural climate variability · Scenario uncertainties · UK climate · Climate modelling

1. INTRODUCTION

Analyses of the impacts of future anthropogenic climate change on environmental and social systems have been dominated by the ‘top-down’ approach summarised by the Intergovernmental Panel on Climate Change (IPCC) in 1994 (Carter et al. 1994). A climate change scenario is defined using output from one or more climate model experiments, the scenario is run through one or more environmental simulation models, and the impacts of the prescribed climate change evaluated. This approach places a considerable burden on the selection of which one, or more, climate change scenarios should drive the impacts assessment. A variety of criteria may be used in such a selection process (Smith & Hulme 1996), but whatever the outcome there is an implicit assumption that the scenarios chosen are in some way normative or representative.

An alternative approach for assessing possible impacts of climate change would follow a ‘bottom-up’ approach, or adjoint method (Parry & Carter 1989). Here, the sequence of analysis steps is inverted. An assessment is made of what range of magnitudes and/or rates of regional climate change could be adapted to by an environmental or social exposure unit. The question is then asked of the climate scenario developer, how likely is it that future regional climate change will exceed these limits? This allows an unbi-ased search to be made of the range of ‘climate change
space' defined by different emissions scenarios, climate sensitivities, or model-generated regional patterns of climate change. The impact assessor or scenario expert may still need to make some judgement about the relative likelihood of different scenario outcomes, but this judgement can be made more transparently and in the light of a more complete quantification of the future climate change space related to different sources of uncertainties.

This 'bottom-up' conceptual approach has been tentatively explored at a global scale through the inverse modelling of Alcamo & Kreileman (1996) and their 'safe emissions corridors' and Wigley et al. (1996) and their stabilisation scenarios, and also by Parry et al. (1996). All 3 of these studies attempted to address Article 2 of the UN Framework Convention on Climate Change, namely what atmospheric concentrations of greenhouse gases, and hence what climate change, would be regarded as 'dangerous'. The climate change space illustrated in the latter study was defined only on the basis of global emissions uncertainties and only in one dimension, global-mean annual temperature change. In the present paper we illustrate how this approach could be extended in 3 ways. First, we apply the method at a regional scale and relate the study to a nominal regional climate change impact. Second, we utilise climate change space defined by uncertainties related to the climate sensitivity and to the regional patterns of climate change defined by global climate model (GCM) experiments, in addition to the emissions uncertainties illustrated by Parry et al. (1996). Third, we define the climate change space in 2 dimensions, mean temperature and rainfall, rather than using just temperature alone. This approach helps redefine the use that can be made of climate change scenarios derived from climate models, both simple and complex, and quantifies in a systematic way uncertainties in these scenarios which stem from different forcing, climate sensitivity and regional pattern outcomes. We argue that one of the strongest advantages of this approach is that it disarms those who wield climate change scenarios as though they were in some sense 'predictions' of future climate (Henderson-Sellers 1996) and makes more transparent the judgements that must be made in assessing the significance of climate change impacts on different regional exposure units.

We take a nominal example of a regionally aggregated exposure unit: water resources in the UK. An arbitrary judgement is made about what would be an 'acceptable' magnitude and rate of regional climate change to which this resource system could adapt without its viability being threatened. This 'acceptable' regional climate change is expressed in terms of our 2 key climate variables: mean temperature and precipitation (or rainfall in fact since the UK does not experience solid precipitation in summer). We then ask the question, how likely is it that regional climate change will fall within this threshold? We answer this question by interrogating a linked simple/complex climate model scenario generator (MAGICC/SCENGEN; Hulme et al. 1995a, b), which allows uncertainties in emissions scenarios, climate sensitivity and regional climate modelling to be quantified.

Added value is supplied to this interpretative judgement by overlaying the historic (100 yr) observed climate variability for these regions on the same climate change space used to portray future climate change. We also examine results from a recent transient global climate model experiment (HADCM2; Mitchell et al. 1995, Mitchell & Johns 1997). In this experiment, simulations forced by both greenhouse gas only and greenhouse gas plus aerosol scenarios have been completed, thus quantifying a further source of scenario uncertainty (aerosol-induced patterns of change). These simulations comprise 4-member ensembles, and within-ensemble differences illustrate the difficulties of signal definition at a regional scale.

Section 2 describes the sources of the observed data analysed, and the various models which contribute to the analysis. We also explain our choice of critical threshold for the selected region. In Section 3, the historic analysis is presented using 100 yr of temperature and rainfall data in the UK. Section 4 then considers the range of future climate changes in the UK, first using results from equilibrium climate change experiments and, second, using results from ensemble realisations from a transient climate change experiment (HADCM2). We conclude in Section 5 by discussing some of the considerations which require fuller investigation before the true value of this approach can be identified and whether or not the approach can be applied to real examples and in a diversity of sectors and regions.

2. DATA SETS, CLIMATE MODELS AND CRITICAL THRESHOLDS

The analysis presented here requires 3 broad categories of data or model results: observed regional climate data; results from simple climate models; and results from GCM climate change simulations. This section describes the sources for these data and models.

2.1. Observed data

The monthly Central England Temperature record (Manley 1974, Parker et al. 1992) and the England and
Wales Precipitation record (Jones & Conway 1997) are used to describe the historic variations in summer mean temperature and rainfall over an area representative of central England. Although these records extend back to 1659 and 1766 respectively, we generally display only the 100 yr of most recent data from 1896 to 1996. The domains of these data series are shown in Fig. 1.

2.2. Climate models

To calculate a range of future rates and magnitudes of global warming we use the simple climate model of Wigley & Raper [1992 and updated; also called MAGICC (Model for the Assessment of Greenhouse gas Induced Climate Change); see Hulme et al. 1995a]. This model has been widely used by the IPCC in their Second Assessment Report and results used here are fully consistent with the projections discussed there (Kattenberg et al. 1996, IPCC 1997). MAGICC consists of a suite of gas cycle models and an upwelling-diffusion energy balance model, with separate land and ocean boxes with northern and southern hemispheres.

The regional values for the UK of the mean temperature and rainfall changes calculated by a range of GCM experiments are extracted using Version 2.1 of the SCENGEN software developed in the Climatic Research Unit (see Hulme et al. 1995a, b). This software contains results from 14 GCM climate change experiments completed over the last 10 yr. These experiments are listed in Table 1, together with the acronyms used in this paper. Within SCENGEN, all GCM results have been interpolated from the original GCM resolution to

Table 1. The 14 GCM climate change experiments used in SCENGEN and in this paper. Eq.: equilibrium slab-ocean experiment; Tr.: transient fully coupled ocean-atmosphere experiment. For the experiments marked *only the greenhouse gas forced simulations were used

<table>
<thead>
<tr>
<th>GCM acronym</th>
<th>Date and type</th>
<th>Spatial resolution (°)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lat.</td>
<td>Long.</td>
</tr>
<tr>
<td>GISS</td>
<td>1983, Eq.</td>
<td>8.0</td>
<td>10.0</td>
</tr>
<tr>
<td>GFDL</td>
<td>1986, Eq.</td>
<td>4.5</td>
<td>7.5</td>
</tr>
<tr>
<td>KLO</td>
<td>1987, Eq.</td>
<td>5.0</td>
<td>7.5</td>
</tr>
<tr>
<td>OSU</td>
<td>1989, Eq.</td>
<td>4.0</td>
<td>5.0</td>
</tr>
<tr>
<td>LLNL</td>
<td>1989, Eq.</td>
<td>4.0</td>
<td>5.0</td>
</tr>
<tr>
<td>UKHI</td>
<td>1989, Eq.</td>
<td>2.5</td>
<td>3.75</td>
</tr>
<tr>
<td>ECHAM1</td>
<td>1990, Tr.</td>
<td>5.625</td>
<td>5.625</td>
</tr>
<tr>
<td>CSIRO9</td>
<td>1992, Eq.</td>
<td>3.2</td>
<td>5.625</td>
</tr>
<tr>
<td>BMRC</td>
<td>1992, Eq.</td>
<td>3.2</td>
<td>5.625</td>
</tr>
<tr>
<td>CCC</td>
<td>1992, Eq.</td>
<td>3.75</td>
<td>3.75</td>
</tr>
<tr>
<td>UKTR</td>
<td>1992, Tr.</td>
<td>2.5</td>
<td>3.75</td>
</tr>
<tr>
<td>HADCM2*</td>
<td>1995, Tr.</td>
<td>2.5</td>
<td>3.75</td>
</tr>
<tr>
<td>CSIRO09Mk2</td>
<td>1995, Eq.</td>
<td>3.2</td>
<td>5.625</td>
</tr>
<tr>
<td>ECHAM3*</td>
<td>1995, Tr.</td>
<td>5.625</td>
<td>5.625</td>
</tr>
</tbody>
</table>
a common 5° latitude/longitude grid using a Gaussian space-filtering routine. The results for the UK are extracted from one 5° SCENGEN box (Fig. 1). Since the SCENGEN values have been interpolated from variable model grids however, these SCENGEN estimates are representative of a broader spatial domain than represented by this gridbox alone. The issue of the appropriate spatial domain for estimating regional climate change scenarios is returned to later in the paper.

SCENGEN displays GCM-derived patterns of climate change standardised according to the global-mean temperature change of each respective GCM experiment and then re-scaled according to the global warming calculations of MAGICC for any given time period. This 'GCM scaling method' was first proposed by Santer et al. (1990), subsequently developed and applied elsewhere (e.g. Rotmans et al. 1994), and more recently investigated thoroughly by Mitchell et al. (1998). The attraction of this scaling method is that GCM patterns of climate change can be displayed and inter-compared after eliminating the effects of different model sensitivities and different experimental forcing scenarios. The key assumption that lies behind this method is that equilibrium GCM experiments generate a robust anthropogenic climate change signal, a signal that is linearly related to the global-mean temperature. The implications of this assumption have been explored by Mitchell et al. (1998).

In addition to SCENGEN, we also use more detailed results from one of these GCM climate change experiments in which the effects on climate of both greenhouse gases and sulphate aerosols have been considered. This is the transient climate change experiment completed by the Hadley Centre in 1995 (HADCM2) and reported in Mitchell et al. (1995), Mitchell & Johns (1997) and Johns et al. (1997). This experiment consisted of a multi-century control (unforced) simulation and 4 sets of perturbed simulations over the period 1861 to 2100, each set consisting of 4 different realisations with the same forcing but different initial conditions. For our purposes we use monthly time series extracted from the first 240 yr of the control simulation and monthly time series extracted from the period 1861 to 2100 in 2 sets of the perturbed simulations. The forcing in the 2 perturbed ensembles used here approximates, respectively, the greenhouse gas only and the greenhouse gas plus sulphate aerosol forcing represented by the IS92a emissions scenario of the IPCC (Leggett et al. 1992). Data were extracted from these simulations for the 3 HADCM2 land grid boxes over the UK, a domain shown in Fig. 1.

2.3. Regional exposure units

The example of a critical climate change threshold we have chosen to illustrate our approach relates nominally to water availability in the UK. We arbitrarily define the critical climate change threshold for this sector to be a 1°C summer (June, July and August; JJA) warming combined with a 5% decrease in summer rainfall. This is a deliberately simple and arbitrary choice and excludes for the moment any consideration of time-scale. Defining what may or may not be realistic critical thresholds is not the objective of this paper. In our concluding discussion we illustrate alternative ways of defining critical thresholds within the context of our methodology. The choice of appropriate thresholds needs of course to be rooted in results from sensitivity and vulnerability studies performed for this sector [e.g. see Arnell et al. (1994) for the UK], and would also require consideration of evaporation changes and options for management intervention.

3. Historic changes in UK summer climate

We start our analysis by representing the historic variability in UK climate through 2 climate variables: summer mean temperature and summer rainfall. Fig. 2 shows the scatter of years in this 2-dimensional 'cli-
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mate change space’, where each year is located by its temperature and rainfall anomaly with respect to the average 1961–1990 climate. The interannual variability of these climate anomalies is summarised by the 1σ and 2σ limits that are shown as concentric ellipses in Fig. 2 (see also Table 2). The ellipses are oriented around the axis of a least-squares regression fit to the data (R² = 0.39), where the slope of this axis reflects the interdependence of summer temperature and rainfall in the UK. These variability limits isolate individual summers that are extreme with respect to average UK summer climate. For example, 1995 and 1976 fall well outside the 2σ limits with anomalies greater than +2°C mean temperature and −60% rainfall. The last 10 individual summers—1987 to 1996—are identified separately in this plot, a sub-sample that suggests a recent tendency for summer warming and drying (see also Fig. 3). Six of these 10 summers have been warmer and drier than the 1961–1990 average and only 3 of them cooler and wetter.

Also marked in Fig. 2 is the domain in this climate change space that we have defined a priori as ‘critical’, namely anomalies that are greater than +1°C in mean temperature and less than −5% in rainfall. Although several (in fact 13) individual summers fall within this ‘critical’ space, it is not appropriate to talk about ‘critical’ climate change occurring since these are isolated years; there is a difference between a few individual extreme years exceeding a threshold and an entire climate regime shifting beyond some critical limit. For this reason we suppress the high frequency variability of summer climate in the UK by applying a 30 yr low-pass Gaussian filter to the values shown in Fig. 2. Thirty years is chosen in keeping with the climatological convention of a World Meteorological Organisation (WMO) ‘normal period’ climate. Thirty years is also a reasonable period for depicting medium-low frequency climate variability. This filtering yields 71 climatological (overlapping 30 yr average) anomalies with 1961–1990 climate represented as the point (0, 0), 1896–1925 climate as (−0.26°C, +6.9%) and 1967–1996 climate as (+0.22°C, −4.5%). The standard deviation limits shown in this filtered plot (Fig. 3) are the 1σ and 2σ limits of the full 30 yr filtered series are plotted as concentric ellipses centred on average 1961–1990 or 1896–1925 climate.

![Fig. 3. Time evolution of 30 yr filtered climates from 1896–1925 (point ‘A’) to 1967–1996 (point ‘Z’) for the same data as shown in Fig. 2, (a) with respect to average 1961–1990 climate, and (b) with respect to average 1896–1925 climate. The 1σ and 2σ limits of the full 30 yr filtered series are plotted as concentric ellipses centred on average 1961–1990 or 1896–1925 climate.](image)

<p>| Table 2. Interannual and 30 yr filtered standard deviations (σ) for summer mean temperature and rainfall over ‘central England’ defined from observations (1896 to 1996; or 1787 to 1996 for non-overlapping periods) and from model simulations (240 yr of HadCM 2 control simulation). The R² value is the variance explained when a least-squares linear regression model is fitted to the temperature and rainfall values. |
|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>R²</th>
<th>σ mean temp. (°C)</th>
<th>σ rainfall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed interannual</td>
<td>100</td>
<td>0.39</td>
<td>0.84</td>
<td>29.4</td>
</tr>
<tr>
<td>Modelled interannual</td>
<td>240</td>
<td>0.09</td>
<td>1.00</td>
<td>23.3</td>
</tr>
<tr>
<td>Observed overlapping 30 yr</td>
<td>71</td>
<td>0.18</td>
<td>0.17</td>
<td>3.7</td>
</tr>
<tr>
<td>Modelled overlapping 30 yr</td>
<td>211</td>
<td>0.06</td>
<td>0.08</td>
<td>3.7</td>
</tr>
<tr>
<td>Observed non-overlapping 30 yr</td>
<td>7</td>
<td>0.06</td>
<td>0.23</td>
<td>5.7</td>
</tr>
<tr>
<td>Modelled non-overlapping 30 yr</td>
<td>8</td>
<td>0.00</td>
<td>0.15</td>
<td>4.4</td>
</tr>
</tbody>
</table>
mates is clearly much reduced compared to the inter-
annual variability shown in Fig. 2 (see also Table 2).

When these filtered values are plotted (Fig. 3a), the
medium-low frequency time evolution of summer cli-
mate in the UK over the last 100 yr can be traced (from
A→Z). This confirms the suggestion made above
about a tendency for recent summer warming and dry-
ing. The most recent 30 yr period (1967 to 1996) has
clearly been drier than any other observed climate,
although not quite as warm as the summer climates of
the 1920s to 1940s. Summer climate in the UK has not,
however, crossed either of the ‘critical’ thresholds
established for water resource impacts, although it is
close to the rainfall threshold.

These medium-low frequency climate anomalies are
expressed with respect to the average 1961–1990 cli-
mate. Other choices of baseline period from which to
measure climate change could of course be made.
Fig. 3b illustrates the effect of altering the baseline
period from 1961–1990 to 1896–1925 (i.e. the begin-
ing of our period of analysis), which represents a cli-
matic shift of −0.26°C in mean temperature and +6.9% in
rainfall. When expressed with respect to the early
twentieth century climate, the evolution of summer cli-
mate in the UK is seen to be moving closer to our pre-
defined ‘critical’ change of 1°C warming and 5% dry-
ing. Thus 1967–1996 is +0.48°C warmer and 11.4%
drier than 1896–1925, although this change has taken
7 decades to be realised.

The Central England Temperature (CET) and Eng-
land and Wales Precipitation (EWP) series both extend
further back than 1896 (to 1659 for CET and to 1766 for
EWP), which allows a longer-term perspective of sum-
mer climate variability in the UK to be gained. Fig. 4
plots the evolution of UK summer climate using 7 non-
overlapping 30 yr climates from 1787–1816 (A) to
1967–1996 (Z), expressed with respect to average
1961–1990 climate. The standard deviations of these 7
non-overlapping 30 yr climates are slightly higher than
for the overlapping climates of the last 100 yr, although
the relationship between temperature and rainfall is
weaker (Table 2). The recent trend towards warming
and drying evidenced in Fig. 3 is reinforced and, in
the context of the last 210 yr of UK summer climate vari-
ability, becomes more significant.

4. FUTURE CHANGES IN UK SUMMER CLIMATE

4.1. Equilibrium changes by 2050

We now turn our attention to future climate change
over the UK as simulated by a sample of GCMs forced
by increased concentrations of greenhouse gases (and
in one case also by sulphate aerosols). Fig. 5 plots the
mean temperature and rainfall changes extracted from
SCENGEN for UK summer climate by a period centred
on the year 2050 as simulated by the 14 GCM experi-
ments listed in Table 1. As with the observations, these
changes are again expressed with respect to average
1961–1990 climate. The magnitudes of these GCM-
derived changes are standardised on a greenhouse gas
forced global-mean warming of 1.38°C by 2050 using
the SCENGEN scaling method. This global warming
figure is obtained from MAGICC using the IS92a emis-
sions scenario (Leggett et al. 1992), default model
parameters (i.e. a climate sensitivity of 2.5°C
and other values following IPCC 1995; see
Kattenberg et al. 1996), but constant sul-
phate aerosol forcing beyond 1990.

Each of these climate changes is derived
from between 10 and 30 yr of GCM simu-
lated climate and thus represents a medium-
low frequency change in climate. The scatter
of points in this climate change space is
wide, ranging from 0.8 to 2°C for summer
mean temperature change and between −9
and +10% for summer rainfall change. The 3
most recent experiments of the 14 sampled
here (ECHAM3, HADCM2 and CSIRO-
09Mk2) are marked by name in Fig. 5 and
these 3 experiments span the full range of
simulated rainfall changes. There is little
evidence here therefore that more recent
GCM experiments are converging on
agreed regional patterns of rainfall change.

These simulated climate changes are
extracted from only one realisation of the
respective GCM experiments and represent a realised change in mean climate by the year 2050. No information is displayed which sets these changes against the background level of natural variability and hence attributing significance to these changes is difficult. For one of these experiments (HADCM2), however, we plot the model-simulated 1σ and 2σ limits for the sequence of overlapping 30 yr filtered climates simulated in 240 yr of the experiment’s control (i.e. unforced) integration. These model-derived natural variability limits are quite similar to those calculated from the observations (Table 2), at least for rainfall if not for temperature.

Applying these model-derived natural variability limits suggests that, even at the 1σ level, the SCENGEN-derived HADCM2 rainfall change by 2050 of +1.6% cannot be regarded as statistically meaningful. Given that some of the other GCM rainfall changes derive from only a 10 yr simulated climate sequence (averaging periods that will have a higher standard deviation than the 30 yr limits shown here), few of the summer rainfall changes simulated by the GCMs over the UK are likely to be significant. This large modelled and observed natural variability in UK summer rainfall, relative to the GCM-derived climate change rainfall signals, does have a further consequence for the likelihood of ‘critical’ climate change. Although only 2 of the 14 GCM simulations (ECHAM3 and GFDL) yield a mean climate change which falls within the ‘critical’ limits defined earlier, when combined with model-derived natural variability a large majority of the experiments may nevertheless yield 30 yr climates which do fall within the critical zone. For example, if the HADCM2 variability ellipses are applied to each of the other 13 climate change simulations, then a different proportion of the resulting ellipses would fall inside the ‘critical’ climate change space. Simulated anthropogenic temperature change, together with natural rainfall variability alone (i.e. no anthropogenic rainfall signal), may quite conceivably take UK climate into a domain defined here as ‘critical’ for water resources. Of course different climate models to HADCM2 may yield different estimates for natural variability, but since HADCM2 agrees quite well with the observed variability (Table 2) we seem justified to use these model estimates.

Also plotted in Fig. 5 is the simulated climate change for the HADCM2 simulation in which sulphate aerosol forcing was combined with greenhouse gas forcing (Mitchell et al. 1995, Mitchell & Johns 1997). This result suggests that the effect of sulphate aerosols on UK summer rainfall by the middle of next century is to reduce rainfall totals by about 10% (cf. the greenhouse-gas-only forced result for HADCM2 which yields a very slight wetting; but see Section 4.2 later). The inclusion of aerosols should also slow down the rate of greenhouse gas forced warming. This relative cooling is not evident in Fig. 5—both of the HADCM2 scenarios warm equally by about 1°C—a result that is probably due to the effect of different natural interdecadal temperature variability in these 2 simulations.

Fig. 5 depicts only 2 sources of uncertainty in simulations of future climate change, namely the different regional patterns of climate change simulated by different GCM experiments and the effects of introducing sulphate aerosol forcing. There are 2 further important sources of uncertainty in assessing the range of possibilities for future regional climate change—the effect of different forcing (emissions) scenarios and the effect of different values of the climate sensitivity. As stated above, Fig. 5 assumes only 1 emissions scenario (IS92a) and only 1 value for the climate sensitivity (2.5°C).
Both of these are mid-range assumptions according to IPCC 1995, but there are a range of other possibilities. We therefore took all 6 IS92 emissions scenarios (IS92a to f; see Leggett et al. 1992 and Kattenberg et al. 1996) and 3 different values of the climate sensitivity (1.5, 2.5 and 4.5°C) and simulated a range of global warming rates using MAGICC. For this part of the analysis we again hold sulphate aerosol forcing constant at 1990 levels. These 18 simulations yield a range of global warming values by 2050 (with respect to 1961–1990) of about 0.7°C (IS92c, 1.5°C sensitivity) to 2.3°C (IS92e, 4.5°C sensitivity), a range in which our previously used value of 1.38°C falls somewhere in the middle.

What effect does this range of global warming rates have on the UK summer climate change shown in Fig. 5? We can quantify this effect by scaling the standardised regional patterns of climate change derived from different GCM experiments by the different global warming rates simulated by MAGICC. For this part of the analysis we again hold sulphate aerosol forcing constant at 1990 levels. These 18 simulations yield a range of global warming values by 2050 (with respect to 1961–1990) of about 0.7°C (IS92c, 1.5°C sensitivity) to 2.3°C (IS92e, 4.5°C sensitivity), a range in which our previously used value of 1.38°C falls somewhere in the middle.

What effect does this range of global warming rates have on the UK summer climate change shown in Fig. 5? We can quantify this effect by scaling the standardised regional patterns of climate change derived from different GCM experiments by the different global warming rates simulated by MAGICC. We choose the CCC experiment (see Table 1) to illustrate this. Fig. 6 shows the scatter of points, each of which represents 1 realisation of the combined emissions and climate sensitivities applied to the CCC pattern of change. Thus the high end of the range, emissions scenario IS92e with a 4.5°C sensitivity, yields a ‘critical’ climate change of 1.9°C summer warming and 5.7% drying, whereas IS92c and a low sensitivity of 1.5°C yields a ‘non-critical’ change of 0.6°C warming and 1.7% drying. This scatter of climate change realisations is linear since the ratio of mean temperature to rainfall change is fixed by the CCC experiment and the different global warming rates simulated by MAGICC for 2050 are simply scaling this ratio.

We are now in a position to combine our estimates of future climate change (Figs. 5 & 6) with the observed changes in UK summer climate (Fig. 3). This is shown in Fig. 7 using the 30 yr filtered observations with respect to 1961–1990. We can now see 2 things clearly. First, the range of observed changes in (30 yr averaged) rainfall during the twentieth century virtually spans the simulated range of changes by year 2050 (–5 to +14% observed; –9 to +10% simulated). Second, however, the simulated changes in mean temperature fall well beyond those observed to date. Even if we take the low forcing scenario and low sensitivity realisation applied to the CCC-derived pattern, the future summer temperature of the UK by 2050 falls well outside the historic range observed over the last 100 yr. Despite this significant temperature change, relatively few of the future realisations of climate change fall in the range defined a priori as ‘criti-
4.2. Transient changes

The future climate changes described above are derived either from equilibrium climate change simulations or from 30 yr averages extracted from transient GCM simulations. They do not reveal information about future inter-decadal climate variability nor about the evolution of climate over time. In this final section we explore these 2 issues using direct results from the HADCM2 climate change experiment.

We start by showing the year-by-year anomalies in our climate change space for UK summer climate for each year from 1961 to 2099 in the first ensemble member of the greenhouse-gas-only forced HADCM2 simulation, again with respect to average (model-calculated) 1961–1990 climate (Fig. 8). These data are averaged from the 3 HADCM2 land gridboxes shown in Fig. 1.

The standard deviation limits shown here are the 1σ and 2σ for interannual summer climate extracted from 240 yr of the model control integration. As in Fig. 2 for interannual climate variability, we align these ellipses along the best-fit regression line between model-simulated summer temperature and rainfall. [The R² value of this model-derived regression line is only 0.09, substantially less than that observed (0.39), suggesting that some significant real-world interdependency between summer temperature and rainfall is not captured by the model.] Clearly, there is a shift in the yearly anomalies towards the warm end of the climate change space, although relatively little change occurs over time in the rainfall dimension. Many of these twenty-first century simulated summers continue to fall within the unforced standard deviation limits and, conversely, at least some observed years will remain exceptional with respect to rainfall anomalies. For example, no future simulated year yields a summer rainfall anomaly as extreme as 1995 (plotted on Fig. 8) or 1976.

As with the observations, we now filter these yearly anomalies using a 30 yr low-pass filter and examine the time evolution of UK summer climate as simulated by the first realisation of the HADCM2 greenhouse gas forced experiment (Fig. 9). The general warming tendency is now clear such that by the end of the simulation period (i.e. average
2070–2099 climate) UK summers are about 2.6°C warmer than the 1961–1990 average. The evolution in summer rainfall is much less clear with relatively small (5%) increases in summer rainfall during the early decades of next century, followed by a return to levels more typical of average 1961–1990 climate, and, by the end of next century, slight (5%) decreases. Fig. 9 also includes the observed 30 yr climates of the last 100 yr. This shows that although the current trend towards summer drying is not reproduced in the greenhouse-gas-only forced HADCM2 simulation in the early decades of next century, the longer-term response of this HADCM2 simulation is for a summer drying. With regard to our ‘critical’ climate change space, only a small number of model-simulated future 30 yr climates fall inside this ‘critical’ domain by the end of next century, namely the climates centred around the 2070s.

We next examine the time evolution of the 3 other members of this greenhouse-gas-only forced ensemble (Fig. 10). These evolutions of UK summer climate follow quite different trajectories to the first realisation, with 2 cases generating reductions in UK summer rainfall. Two of these realisations enter the ‘critical’ climate change space by about 2060. A further complication with regard to defining robust anthropogenic signals in rainfall is illustrated when we consider the combined greenhouse gas and aerosol forced ensemble simulations from the same HADCM2 experiment. First, note that the eventual summer temperature increase by 2070–2099 is slightly less than the greenhouse-gas-only ensemble-mean (about 0.2°C smaller). This is an expected result due to the negative forcing contribution of aerosols. Second, we can see that the rainfall change evolution is quite similar to the greenhouse-gas-only case until the 2050s. After this time, however, summer rainfall in the combined forcing ensemble-mean is
maintained at levels only a few per cent below 1961–1990 levels, in contrast to the greenhouse-gas-only forced ensemble-mean in which UK summer dries more rapidly. The combined forcing ensemble-mean remains outside the 'critical' climate change space throughout the twentieth century.

Our final plot in this section combines the results from many of the analyses described above (Fig. 12). The straight lines depict the range of simulated climate changes by 2050, using different estimates for forcing and climate sensitivity, from a sample of GCM experiments. Although all of these climate change realisations exceed historic changes in mean temperature, only a few of them exceed the natural variability of UK summer rainfall, whether this variability is defined from observations or from model simulations. The time-filtered evolving ensemble-mean climate changes from both the greenhouse-gas-only and combined forcing simulations from HADCM2 pass through this core '2050 climate change space' around the middle of next century, although individual realisations of these forcing cases occupy very different parts of the space with respect to summer rainfall changes. By the end of next century both ensemble-mean sets of transient simulations have passed beyond the most likely reaches of the '2050 space', although only in the temperature dimension.

Using our a priori arbitrary definition of 'critical' climate change for UK water resources, what may we conclude about how likely such a 'critical' change is for UK summer climate? We can first state that observed climate variability over the last 200 yr has not taken us into this 'critical' change space, although there is evidence that over recent decades UK summer climate has been moving in that direction. Second, if we examine the range of GCM simulated equilibrium patterns of climate change, scaled for the year 2050 and assuming mid-range estimates of future forcing and of the climate sensitivity, then the likelihood of 'critical' climate change occurring by this date appears quite small. Third, if we analyse the full IPCC range of future forcings and climate sensitivities, combined with the pattern uncertainties obtained from GCM simulations, then the chances of 'critical' climate change being experienced by 2050 for UK water resources increase. Fourth, on the basis of the HADCM2 experiment, greenhouse-gas-only forcing is more likely in the longer term to lead to 'critical' climate change for UK water resources being experienced than the combined effects of greenhouse gases and sulphate aerosols. Finally, and perhaps most important of all, consideration of the range of uncertainties related to the direction and magnitude of future UK summer rainfall change suggests that no robust anthropogenic rainfall signal can be extracted from these model simulations. This is largely a result of the substantial observed and model-generated natural rainfall variability and the relatively small signal-to-noise ratio for anthropogenically forced rainfall change at this regional scale.
5. DISCUSSION AND CONCLUSIONS

In this paper we have presented a systematic approach for considering the effect of a set of scenario and modelling uncertainties on the likelihood of critical climate change being exceeded for particular exposure units, and presented this assessment in the context of observed climate change over the last 100 yr. We have illustrated the approach for the UK and for a threshold of climate change that may relate, very simplistically, to water resources in the UK. There are a number of considerations that determine the validity of the approach taken here and we discuss some of them below.

The first consideration is the ability to define some critical climate change threshold for a given exposure unit. Parry et al. (1996) outline a number of ways in which such thresholds may be defined, some of which may be more appropriate than others for the analytical approach adopted here. We have deliberately used a very simple example to illustrate our method and other approaches are almost certainly preferable. Carter et al. (1996), for example, use a crop model to explore the relationship between climate scenario uncertainties and critical impact on agriculture in Finland, and some other examples of alternative critical change functions are shown in Fig. 13. These may relate either to absolute thresholds (Fig. 13, top) or to rate of change thresholds (Fig. 13, bottom) being breached. When expressed as a decadal rate of change (Fig. 13, bottom), it is worth noting that recent summer climate in the UK may already be defined as experiencing ‘critical’ change. Warming has occurred most recently at a rate of 0.2°C per decade and drying at a rate of 7% per decade, an exceedance of thresholds which if persisting over a century would yield a 2°C warming and a 50% drying.

It is also possible to define critical climate change not in terms of mean climates as shown here, but in terms of extremes in interannual variability. Rather than some shift in mean climate from decade to decade, what may be critical is the occurrence of 2 or more successive years which exceed some more extreme annual anomaly threshold such as a 2°C temperature anomaly and a 20% rainfall deficit. The analysis shown here would need to be modified to examine such exceedances, although clearly the interannual data shown in Figs. 2 and 9 would allow such a reworking.

The second issue is the degree to which the scaling of regional GCM-derived patterns of climate change by an independently obtained global warming calculation is justified. This scaling method is used in SCENGEN and lies behind the analysis upon which Figs. 5 and 6 are based. This issue has received little thorough attention in the literature (but see Santer et al. 1990, Jonas et al. 1996, Mitchell et al. 1998), although the approach has been adopted in a number of scenario construction and impact assessment studies (e.g. Rotmans et al. 1994, Hulme 1996, Schreider et al. 1996, Schlesinger 1997). It should be noted, however, that similar assumptions about the nature of the anthropogenic climate change signal and its relationship with global-mean temperature change underlie some of the recent climate change detection studies in which model-defined signals are searched for in the observational record using measures of pattern similarity (e.g. Santer et al. 1996).

A third, and related, issue concerns the definition of anthropogenic climate change signals from GCM transient simulations, especially for variables like rainfall which generally have a very low signal-to-noise ratio. As we have shown here from the HADCM2 experi-
ment (and for other GCMs), it is hard to argue that any of the simulated ensemble-mean changes in 30 yr mean summer rainfall over the UK are clearly distinguishable from natural variability, whether this variability is defined from the observations or from the control simulation of the model. For individual realisations of a given forcing, rather larger rainfall signals may emerge, but the scatter of these signals as shown in Fig. 10 again casts doubt on whether we are seeing anthropogenic signals as opposed to model-generated natural variability. For the ensemble-means at least, the introduction of aerosol forcing, in addition to greenhouse gas forcing, prevents UK summer climate from moving into our a priori defined ‘critical’ climate change space.

This leads on to a fourth consideration that concerns the optimal spatial scale at which the type of analysis described here should be performed. In our example, a restricted spatial domain of about 500 km has been analysed. It can be argued from a climate modelling perspective that these scales are too small for robust climate change information to be extracted from model simulations (von Storch 1995, P. A. Stott & S. F. B. Tett unpubl.), although this example is typical of the space-scale at which many impacts and vulnerability assessments are performed. It would be a useful exercise to repeat the analysis on a number of expanded space-scales (e.g. 2500 and 5000 km) and see whether largely different conclusions would be reached. For example, what level of spatial aggregation, if any, is necessary to establish larger signal-noise ratios for rainfall? The difficulty here is that the larger the spatial scale at which one analyses climate scenarios, the harder it is to relate the outcomes to specific exposure units of national or regional importance.

This scale mis-match is at the heart of problems of climate change impact assessment. If one questions the believability of GCM results at the scale described here, then one either has to up-scale critical change thresholds so that they are applicable on a sub-continental level or else down-scale the GCM results to generate more robust estimates of national or local scale climate change. Certain down-scaling methods could be incorporated into our methodology, although it remains debatable whether down-scaling fundamentally improves the reliability of regional climate change scenarios (Hewitson & Crane 1996).

A fifth and final consideration concerns the selection of the GCM experiments which are used to define the climate change space in Figs. 5 and 12. The 14 experiments used here include a wide range of experiment dates and model designs. This selection, however, does not adequately constitute a controlled statistical sample from which one would ideally wish to define the climate change space. By using ensembles—each containing 4 individual realisations—from one set of model experiments we have enlarged this sample somewhat, thus allowing us to quantify crudely the effect of one set of climate change uncertainties. Larger ensemble sizes in the future may allow more statistically valid conclusions to be reached about the range of future regional anthropogenic climate changes. This would move us closer toward one of our desired objectives of being able to quantify the risks of particular climate changes being realised at a regional scale under particular climate forcing scenarios. Ideally, similar large ensembles should be generated for each of a range of forcing scenarios and for each of a number of models with different climate sensitivities. This would allow the full climate change space to be sampled and for each sample to have a distribution of outcomes associated with it.
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