1. INTRODUCTION

The construction of future climate scenarios under conditions of global warming, on a local or regional scale, is necessary for the evaluation of climate change impacts on economic activities such as agriculture or energy production. General circulation models (GCMs) represent the most satisfactory approach to predicting future changes in climate (Wigley et al. 1990, Crane & Hewitson 1998), but their present low spatial resolution (a few hundred km) makes their output problematic to use in impact studies (Karl et al. 1990, Winkler et al. 1997). In recent years, several different methods have been applied to downscale from GCM coarse resolution output to finer spatial scales (e.g. local station or river catchment). These different downscaling techniques can be clustered into 2 conceptually distinct approaches:

(1) Physically based numerical models, i.e. regional dynamical models that work at a finer spatial scale and are nested within a GCM model (Giorgi 1990). Recent applications of this technique have revealed its capacity to reproduce fine-scale features of different regional climates (Jones et al. 1995, Mearns et al. 1995, Kidson & Thompson 1998). Despite significant improvement in computer capacities in recent decades, this physical/numerical model approach remains computationally very demanding (Hewitson & Crane 1996).

(2) Empirical models. This technique is less computationally intensive than that above. However, it requires identification of significant relationships between the observed large-scale atmospheric circulation and local climate, which are subsequently applied to GCM output (Goodess & Palutikof 1998). Multiple regression models have been widely used as an empirical downscaling tool (Wigley et al. 1990, Palutikof et al. 1997). Some other authors have used automated classification procedures to produce downscaled regional scenarios.
(von Storch et al. 1993, Goodess & Palutikof 1998). Most of the downscaling work done for Portugal has been on the classification of circulation patterns (Zhang et al. 1997, Corte-Real et al. 1998). Circulation patterns have then been applied to GCM output to construct precipitation scenarios, both on monthly (Corte-Real et al. 1995) and daily (Corte-Real et al. 1999, this issue) time scales.

In recent years, a number of papers within the climatological community have adopted artificial neural networks (ANNs) as a tool to downscale from the large-scale atmospheric circulation to local or regional climate variables (Hewitson & Crane 1992, Cavazos 1997). Some applications are for the purpose of constructing climate change scenarios (Hewitson & Crane 1996, Crane & Hewitson 1998). Due to their relevance to this work, a summary of downscaling applications using neural networks is given in Table 1.

Other authors have applied ANN models to forecasting problems at a seasonal scale (Navone & Ceccato 1994, Tang et al. 1994, Tangang et al. 1998) and to short-term (0 to 6 hourly) prediction (Kuligowsky & Barros 1998). Pattern recognition is another area of atmospheric sciences in which the application of ANNs is becoming increasingly important, e.g. cloud classification (Peak & Tang 1992, Pankiewicz 1995) and Atlantic blocking detection (Verdecchia et al. 1996).

With the usual regression analysis, we are constrained to adopt a linear relationship between input and output variables, or at best to use a predefined non-linear function (e.g. logarithmic function). In contrast, ANNs models can be trained to find the best mathematical relationship between the atmospheric circulation and local climate, without predefined restrictions. Thus the method is able to capture some of the non-linear relationships between local climate and the large-scale circulation. In particular, it has been shown that there is always a certain configuration of the multilayer perceptron that can approximate arbitrarily well any continuous function (Hornik et al. 1989, Hagan et al. 1996). In this sense, it is helpful to regard a multilayer perceptron as a very powerful multiple regression technique (Sarle 1994). Gardner & Dorling (1998) have shown that most atmospheric sciences ANN applications have employed the standard feed-forward configuration of the multilayer perceptron.

Despite the increasingly widespread use of ANNs, most applications do not compare the results obtained from complex ANN models with those from more standard linear techniques such as multiple linear regression. With regard to the few that do, McGinnis (1994) applied a multi-linear stepwise regression and an ANN model to predict snowfall from synoptic circulation. His study showed that 5 d averages of snowfall amounts over the western USA can be better related to the main PCA (principle component analysis) modes of the 700 hPa height field using the ANN model, with a general increase in the explained variance from 44 to 70%. More recently, Weichert & Bürger (1998) compared some important theoretical aspects of both linear and non-linear downscaling techniques. In their study, a linear regression model and a non-linear ANN model were applied to the prediction of daily temperature averages, precipitation and vapour pressure over Potsdam, Germany, and slightly better results were obtained with the non-linear approach (increase of the explained variance between 3% for the precipitation and 10% for the temperature). As shown in Table 1, both these studies do not apply their models to GCM output, thus making a full comparison of their results with those from this paper impossible.

Besides downscaling, other meteorological/climatological applications compare the use of ANNs with other statistical models. Mihalakakou et al. (1998) modelled hourly ambient temperatures using only past values of the predictand. Comparisons of the results between an autoregressive model (ARMA) and a neural network model reveal an important improvement when using the latter approach. Two other applications of ANN models present an explicit comparison

Table 1. Summary of 6 applications that employ ANN (artificial neural network) models to downscale

<table>
<thead>
<tr>
<th>Predictand</th>
<th>Comparison with linear models?</th>
<th>Application to GCM data?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hewitson &amp; Crane (1992)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily precipitation in Mexico</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>McGinnis (1994)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 d average snowfall in western USA</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>Hewitson &amp; Crane (1996)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily precipitation in South Africa</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>Cavazos (1997)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily and monthly precipitation in Mexico</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Crane &amp; Hewitson (1998)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily precipitation in eastern USA</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>Weichert &amp; Bürger (1998)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily average temperature precipitation and vapour pressure</td>
<td>YES</td>
<td>NO</td>
</tr>
</tbody>
</table>
with linear methods. In both cases there is a significant improvement when using the non-linear technique (Navone & Ceccatto 1994, Gardner & Dorling 1999). Beyond this small number of papers, it is rare to find rigorous comparisons of the performance of linear and non-linear approaches to the same atmospheric sciences problem. Moreover, procedures to rigorously assess model performance, such as cross-validation or computation of skill scores, are not as yet standard.

The main purpose of the present paper is to develop transfer functions to predict local values of minimum and maximum temperatures (hereafter $T_{\text{min}}$ and $T_{\text{max}}$) from several large-scale indices. The transfer functions tested here are, on the one hand, linear ANN models, on the other, non-linear ANN models. We test various methods to evaluate quantitatively the improvement (if any) that non-linear ANN models can bring when compared with standard linear models. The method is developed, tested and applied for a site located in central Portugal (Coimbra). Some aspects of the linear models used in this work correspond to a simplified version of the Climatological Projection by Model Statistics (CPMS, Karl et al. 1990) method as developed by Palutikof et al. (1997) and Winkler et al. (1997).

In Section 2 we describe the main characteristics of the observed and model datasets, then in Section 3 we present a brief description of the feed-forward ANN configuration and the training algorithm. The application of several different validation techniques, including skill scores, is described in Section 4. The ANN transfer functions are then applied to GCM output in Section 5. Finally, some conclusions are outlined in Section 6.

### 2. Datasets and predictor choice

#### 2.1. Observed and model datasets

The following datasets were used in this study:

1. **Daily $T_{\text{min}}$ and $T_{\text{max}}$ Observations for Coimbra in Portugal for the period 1970–93:** Coimbra is located in northern Portugal near the Atlantic coast (40.41°N, 7.55°W, altitude 141 m). The site is shown in Fig. 1. The temperature time series were divided into 2 parts. The 1970–79 data were compared with temperature output from the GCM, in order to establish that downscaling is required. The 1979–93 data were used to construct and validate the linear and non-linear downscaling models.

2. **Observed large-scale data from the ECMWF (European Centre for Medium-range Weather Forecasting) re-analyses for 1979–93 and for the area shown in Fig. 1:** Six-hourly values of 1000 and 500 hPa geopotential height were extracted. In order to match the coarser spatial and temporal resolution of the GCM data, the 6-hourly data were averaged into a daily time series, and interpolated onto a 2.5° latitude by 3.75° longitude grid. Sea level pressure (SLP) was calculated from the 1000 hPa geopotential height field using the hydrostatic balance equation (Peixoto & Oort 1992). The resulting time series were used as predictor variables in the development and validation of the downscaling models.

3. **Temperature output from the GCM grid-point closest to Coimbra for 1970–79 and 2090–99:** The 1970–79 data (GHGS1) were compared with observations to establish the need for downscaling. The 2090–99 values (GHGS2) were used with the downscaled scenarios for the same period in order to compare differences in the predicted temperature perturbations.

4. **Daily values of SLP and 500 hPa geopotential height from the GCM and for the field shown in Fig. 1:** Data for 1970–79 were used to initialise the downscaling models in order to construct ‘present-day’ scenarios of $T_{\text{max}}$ and $T_{\text{min}}$ (DGHGS1). Data for 2090–99 were used to construct the future scenarios (DGHGS2).

The GCM used in this study is the Hadley Centre coupled ocean-atmosphere Unified Model (HadCM2, from the experiment described by Johns et al. 1997). This long run is forced between 1861 and 1990 with the historically recorded atmospheric concentrations of greenhouse gases and sulphate aerosols. Between 1991 and 2099 the model is forced with a constant increase of...
1% yr\(^{-1}\) in effective atmospheric carbon dioxide and, in addition, with a representation of the cooling effect of sulphate aerosols. Sea surface temperatures are modelled by the ocean model; they are not prescribed.

### 2.2. Comparison between observed and HadCM2 \(T_{\text{min}}\) and \(T_{\text{max}}\)

The capacity of HadCM2 to successfully reproduce time series of daily \(T_{\text{max}}\) and \(T_{\text{min}}\) was evaluated on an annual and seasonal basis. Using GHGS1 (i.e. present day) values from the nearest grid point to Coimbra (40° N, 7.5° W) and observed values for 1970–79, the differences in annual and seasonal means and variances were tested using a 2-tailed t-test and an F-test respectively. The significance level for rejection of the null hypothesis was set at 5% for both tests. The potentially misleading effects of strong autocorrelation were allowed for by applying the tests to subsamples of the original series. Model and observed time series were sampled once every 10 values to give a sequence less serially correlated (following Palutikof et al. 1997). Results show (Table 2) that the means of both \(T_{\text{max}}\) and \(T_{\text{min}}\) from the GHGS1 nearest grid point differ significantly from the observed Coimbra times series in all seasons, except for summer \(T_{\text{min}}\). The results for the variance also present significant discrepancies between the seasonal observed and GHGS1 series (the exceptions being \(T_{\text{max}}\) for winter and \(T_{\text{max}}\) and \(T_{\text{min}}\) for spring). On an annual basis, the means and variances of \(T_{\text{min}}\) and \(T_{\text{max}}\) also reveal significant differences.

The use of quantile-quantile (qq) plots of the observed and GHGS1 time series helps to identify the range of values that the model is capable (or incapable) of reproducing. These qq plots compare percentiles of the empirical cumulative distribution function of the observations and model data (Wilks 1995). If the match is perfect, the plotted points will fall along the straight line in Fig. 2. In the case of \(T_{\text{max}}\) (Fig. 2a) the model consistently simulates lower values than observed for both winter and spring. For fall, in the lower range the modelled values are above the observed. Corresponding results for \(T_{\text{min}}\) are presented in Fig. 2b, where the GHGS1 run fails especially when reproducing the lower range of values for winter, spring and fall. These results show clearly the incapacity of HadCM2 to reproduce accurately station data of \(T_{\text{min}}\) and \(T_{\text{max}}\).

### 2.3. Predictor choice for downscaling

In order to construct the ANN models, we used observed \(T_{\text{max}}\) and \(T_{\text{min}}\) at Coimbra as predictands and several large-scale circulation indices, extracted from the
ECMWF re-analyses, as predictors. Many different circulation indices derived from SLP and 500 hPa height were tested. The 6 indices retained to characterise the large-scale circulation were computed using the grid-points shown in Fig. 1 and are summarised in Table 3.

Besides the circulation indices corresponding to the current day, we used the previous-day indices, giving a total of 12 (6 + 6) predictors describing the state of the atmosphere. To focus attention on the comparison of results between the different model types, all models were constructed on data for the whole year, i.e. we did not use different models for different periods of the year (such as months or seasons). The strong annual cycle, characteristic of most temperature time series, was simulated by introducing 2 additional predictors: the sine and cosine of the Julian day. Thus, the total number of predictors used was 14.

In order to evaluate the best potential predictors we computed simple correlation coefficients between all circulation indices and both predictands. The 500 hPa height from the nearest grid-point is the most important circulation index predictor, explaining 55% of the variance for $T_{\text{max}}$ and 38% for $T_{\text{min}}$. The sine variable explains 11% of the $T_{\text{max}}$ variance and 16% of the $T_{\text{min}}$ variance, whilst the cosine variable explains 53% for $T_{\text{max}}$ and 45% for $T_{\text{min}}$. Correlation coefficients of mean SLP from the nearest grid-point and 500 hPa geostrophic vorticity were so weak ($R < 0.2$) for both $T_{\text{max}}$ and $T_{\text{min}}$ that we opted to discard these 2 potential predictors.

It is important to mention that temperature at the Coimbra station depends not only on the influence of the circulation indices selected here, but also on conditions at additional levels (e.g. 700 or 850 hPa) and on other variables (e.g. radiation, clouds, humidity). Inclusion of these could improve the general quality of the derived models. Although they can easily be extracted from the ECMWF re-analysis dataset, unfortunately, daily data for these additional relevant variables are not readily available for HadCM2.

### 3. Artificial Neural Network Models

The ANNs used here are based on a feed-forward configuration of the multi-layer perceptron (Fig. 3) that has been used by a growing number of authors. The multilayer perceptron is composed of multiple simple processing nodes, or neurons, assembled in several different layers. Each node computes a linear combination of the weighted inputs (including a bias term) from the links feeding into it. The summed value (net input) is transformed using a certain function, either linear or non-linear. The output obtained is then passed as an input to other nodes in the following layer. One important requirement for this type of non-linear function is that it must map any input to a finite output range, usually between 0 and 1 or –1 and 1. It must also be monotonic (Lisboa 1992). Several different functions can be used, namely hard limit, log-sigmoid and the hyperbolic tangent functions. A particular transfer function should be chosen in accordance with the general characteristics of the problem that the ANN is attempting to solve (Hagan et al. 1996). In this work we used a linear transfer function in the only node of the output layer, and the log-sigmoid function in the nodes of the other layers. As an example, the output $y$ of a 2-layer network, with $n$ inputs, $k$ log-sigmoid nodes in the first layer and one linear node in the output layer is given by:

$$ y = \sum_{j} w_{j}(z_{j} + b_{j})^{2} \quad (1) $$
where $x_i$ corresponds to the $i$th input, and the coefficients $w_{ij}^{(2)}$ and $b_j^{(2)}$ ($w_{ji}^{(2)}$ and $b_j^{(1)}$) are the weights and biases from the second (first) layers. ANNs have to be trained in order to obtain best estimates of the weights that can properly associate predictors with the predictand. There are several different algorithms to train ANNs (Haykin 1994), although they all have in common the capacity to minimise a certain error (cost) function.

The standard training algorithm used in most meteorological applications is the backpropagation algorithm. The full mathematical derivation of this can be found in several neural networks textbooks (e.g. Haykin 1994, Bishop 1995, Hagan et al. 1996). The main steps of the procedure (Fig. 3) are as follows:

1. Initialise network weight value, usually using small numbers obtained from a random number generator.
2. Carry out forward propagation of the first input vector through the whole network.
3. Compute the error by comparing the model output with the target (observations).
4. Backpropagate the error information through the network.
5. Update the weights.
6. Repeat the previous steps for several iterations until some criterion is fulfilled.

Two problems that can arise when using the backpropagation training algorithms are, first, that convergence may be slow and, second, that the final weights may be trapped in local minima over the highly complex error surface (Bishop 1995). The specific local minimum where the training process stops is dependent on the adopted initial weight values. Thus slight variations in the initial space phase configuration of the ANN can lead to very different final coefficients. Several recent improvements to the backpropagation algorithm (e.g. variable learning rate and the use of a momentum coefficient) have helped to minimise these problems (Kuligowski & Barros 1998, Tangang et al. 1998). However, an alternative approach has been the introduction of numerically optimised techniques such as the Levenberg-Marquardt method. This is based on an approximation of the Gauss-Newton method. It has the advantage of converging faster and with more reliability than most backpropagation schemes, but on the other hand it requires more memory (Hagan et al. 1996). Here, we trained all non-linear ANN models with the Levenberg-Marquardt scheme. It was found that the cost function decreases very rapidly during calibration, reaching a flat plateau after the first 20 to 50 iterations without further improvement being achievable. Thus, if the cost function did not reach the required threshold, the training process was stopped after a maximum of 100 iterations.

Many different ANN structures are possible, with varying numbers of layers and of nodes per layer. The use of a third layer was tested for this study, but was shown to be redundant, i.e. the same predictive capacity could be obtained with simpler models, using only 2 layers. This is in agreement with other theoretical studies (Bishop 1995). All the non-linear ANN models presented in this work have only 2 layers, 1 input layer with several nodes and 1 output layer with just 1 node. Hereafter, this is referred to as having a $k+1$ structure (e.g. a 5+1 structure implies the use of 5 nodes in the first input layer and 1 node in the output layer).

Even with the relatively simple ANNs proposed here, the risk of overprediction must be borne in mind, because the number of parameters increases dramatically with the number of internal nodes. With the most complex neural network proposed here (the 5+1) the number of parameters is estimated at 81 (75 weights and 6 biases). The number of cases used in model development is always at least

\[
z_j = \frac{1}{1 + \exp \left( \sum_{i=1}^{n} -w_{ij}^{(1)}x_i + b_j^{(1)} \right)}
\]
3000 (see Table 4). However, the data are strongly autocorrelated, thus reducing the number of independent values. The fact remains that the models are demonstrated to work in independent validation, which suggests that overprediction by the models is not a problem here.

In this work we used a perceptron with a linear activation function to construct the linear models. Such linear ANN models produce the same results as a linear regression model (Weisberg 1985, Myers 1986), which here has all 14 predictor variables incorporated. The training algorithm for these linear ANN models is based on the Widrow-Hoff learning-rule, also known as the least mean square (LMS) rule. Unlike the back-propagation algorithm (and its variations) that can be trapped in local minima, the Widrow-Hoff rule will give a unique solution corresponding to the absolute minimum value of the error surface.

### 4. MODEL VALIDATION

As with any other statistical model, ANNs should generally be trained (calibrated) and tested (validated) using 2 independent data sets. Due to the potential instability of ANN models, some authors have recently suggested that validation should be performed on ANN model ensembles, which may be created using bootstrapping techniques (Breiman 1997). This should lead to greater stability of the final results (Tangang et al. 1998).

Here, we applied 3 different procedures to derive data sets for calibration and validation (including bootstrapping). The main characteristics of the 3 techniques are presented in Table 4, and can be summarised as follows:

1. **Simple validation.** A single 10 yr period is selected for calibration (here 1979–87) and a single 5 yr period is then used for validation (1988–93). For the linear model, calibration and validation are carried out only once. For the non-linear ANN, both calibration and validation are carried out 20 times, each time with a different starting condition, resulting in 20 different solutions. The mean of the validation results from the 20 runs is displayed in Table 5.

2. **Cross validation.** Of the 15 yr of data available, 14 yr are used for construction and 1 for validation. A moving window is applied, such that the first run is performed using data for 1979–92 for construction and data from 1993 for validation; on the second run data for 1980–93 are used for construction and data for 1979 for model development, and so on. This procedure is applied to both the linear and non-linear cases. Once again, the means of the validation results from the 15 runs are displayed in Table 5.

3. **Bootstrap validation.** A random sample of 3000 d is selected from the period 1979–88 and used for calibration. Validation is performed using the last 5 yr of data (1989–93). The sample selection is repeated 20 times in the case of the linear model. In the case of the non-linear model the sample selection is also repeated 20 times, each time with a different starting condition. The means of the validation results from the 20 runs are displayed in Table 5.

One advantage of using varying periods for validation and calibration is that we ensure the models are constructed from, and validated on, representative data. If a particular time period were not representative of the whole series, the resulting model would have very different parameters from a model constructed using representative data.

H Having created the data sets of observed and modelled results for validation, it then remains to decide upon the tests to be applied in order to evaluate model performance. As mentioned previously, one of the main objectives of this paper is to show the improvement (if any) that non-linear ANNs can bring when compared to linear models. The performance measures used here are standard measures: the explained variance (i.e. the square of the correlation coefficient between the ob-
served and modelled daily data sets), the root mean square error (RMSE), and 2 skill scores (which are more commonly employed in evaluating weather forecasts). Usually a skill score is interpreted as the percentage improvement over a certain reference model (Murphy 1988, Wilks 1995). For a particular measure of accuracy, $A$ (e.g. the mean square error or the mean absolute error), the skill score is defined as:

$$SS = \frac{A_{\text{ref}} - A_{\text{perf}}}{A_{\text{ref}}} \times 100\%$$  \hspace{1cm} (3)

where $A_{\text{ref}}$ is the accuracy of the reference model and $A_{\text{perf}}$ is the accuracy that would be achieved by a perfect model.

The 2 skill scores applied in the present work are based on the mean square error (MSE), and use the climatological mean (MSE$_{\text{clim}}$) and the persistence (MSE$_{\text{pers}}$) as reference models:

$$SS_{c}(\text{MSE}) = \frac{\text{MSE} - \text{MSE}_{\text{clim}}}{0 - \text{MSE}_{\text{clim}}} \times 100\%$$  \hspace{1cm} (4)

$$SS_{p}(\text{MSE}) = \frac{\text{MSE} - \text{MSE}_{\text{pers}}}{0 - \text{MSE}_{\text{pers}}} \times 100\%$$  \hspace{1cm} (5)

where persistence is simply the assumption that tomorrow’s temperature will be the same as today’s. Due to the strong autocorrelation of daily temperature, the SS$_{p}$ score is probably more important to compute than the SS$_{c}$, since persistence is intrinsically of higher quality as a temperature forecast model.

The validation tests presented here are based on the use of models (both linear and non-linear) in which all 14 predictor variables are incorporated. Validation results for $T_{\text{max}}$ and $T_{\text{min}}$, obtained with the linear model and 5 different non-linear models (1+1 up to 5+1), are shown in Table 5. Non-linear ANN results were averaged over the ensemble of models constructed for validation purposes (Table 4). The skill scores (SS$_{c}$ and SS$_{p}$) were computed only for the simple validation technique. (Note that in Table 5 comparisons can be made only between different models, i.e. in the vertical, and not between different validation techniques, i.e. in the horizontal. This is because the different validation techniques are based on data sets of slightly different sizes).

The main conclusions to be drawn from Table 5 are as follows:

1. Results from the simple validation procedure show that the amount of explained variance increases for $T_{\text{max}}$ and $T_{\text{min}}$ between the linear and the 5+1 non-linear model, adding an extra 8 and 7% of explained variance respectively. The RMSE values also show a significant and steady decrease between the linear model and the 5+1 non-linear model, this decrease being higher for $T_{\text{max}}$ (~0.7°C) than for $T_{\text{min}}$ (~0.3°C). These increments are of similar magnitude to the improvements obtained by Weichert & Bürger (1998), although with a very different approach. Similar trends of increasing values of explained variance and decreasing values of RMSE can be observed with the other 2 validation techniques for both $T_{\text{max}}$ and $T_{\text{min}}$.

2. There is a very large increase in SS$_{p}$ between the linear and the 5+1 model for both $T_{\text{max}}$ and $T_{\text{min}}$. The change is from 3 to 50% for $T_{\text{max}}$ and from 12% to 36% for $T_{\text{min}}$. It is important to mention that, for both $T_{\text{max}}$ and $T_{\text{min}}$, the SS$_{p}$ score for the linear model is quite low,
showing that such a model is only slightly more useful than persistence.

(3) The SS increases, although only moderately, between the linear and the 5+1 non-linear models. This might reflect the fact that a forecast based on climatology is easily outperformed by a linear model, thus not allowing much room for further improvement.

(4) We studied the possibility that the improvement obtained by using non-linear models could be just a simple consequence of modelling the raw values for $T_{\text{max}}$ and $T_{\text{min}}$, instead of the anomalies from the monthly means. In fact, even when using anomaly values, the linear model results are always worse than those obtained with non-linear models. For example, when we validated (by simple validation) the anomaly $T_{\text{max}}$ models, the explained variance increased from 46% with the linear model to 67% with the 5+1 ANN model. The corresponding RMSE decreased from 2.79 to 2.19.

These results do suggest a positive answer to our main question, i.e. a substantial improvement in all accuracy and skill measures can be observed when we replace a linear model with a non-linear model. This result is independent of the validation technique. However, despite these improvements, 2 important issues remain unanswered: (1) Why should we use ‘only’ 5 nodes in the first layer and not 10 or even 100 nodes? (2) Non-linear models show, on average, an improvement over linear ones. But, bearing in mind that ensemble techniques have been used in the validation, how large is the dispersion of results around the mean improvement?

These 2 questions are not independent. We see from Table 5 that the rate of result improvement decreases from the 1+1 to the 5+1 model. In addition, although the dispersion of values (not shown) around the mean is virtually zero for the 1+1 model, it grows steadily as we increase the number of nodes. The dispersion of values for the 5+1 model is still sufficiently small when compared to the difference between the linear and 5+1 model mean results that we can regard each individual run as being representative of the 5+1 ANN model.

We conclude that, despite the possibility of using many nodes, the marginal improvement they can bring will be offset by an increasing dispersion of the results. This reflects the fact that a more complex model has to be built with many more weights (coefficients) to be fit. In this work, for example, each additional node in the first layer requires an extra 15 weights (14 inputs and 1 bias) to be calibrated. The use of any additional node per layer (or additional layer) requires, always, objective consideration of the balance between the advantages and disadvantages.

Comparison of results for $T_{\text{max}}$ and $T_{\text{min}}$ derived with the linear model and the 5+1 non-linear model are presented on a seasonal basis in Fig. 4. The temperature values for the percentiles of the empirical cumulative frequency distribution are shown. For $T_{\text{max}}$, the differences between the observed and modelled distributions decrease substantially, for all seasons, between the linear and the 5+1 non-linear models. This improvement is particularly important in summer and fall, when the 5+1 model shows a good capacity to reproduce the high and low extremes of the observed distribution. Results for $T_{\text{min}}$ obtained with the linear model are better than those obtained for $T_{\text{max}}$, therefore the improvement provided by the $T_{\text{min}}$ 5+1 model, although present, is less evident.

5. DOWNSCALED RESULTS USING GCM DATA

The procedures of generating reliable climate change scenarios using empirical downscaling techniques are based on a number of testable assumptions, namely: (1) The GCM is unable to simulate the surface climate variables (such as temperature and rainfall) at the required temporal (e.g. daily) and spatial (e.g. local) scales with the necessary level of accuracy. (2) The local surface climate variables are mainly forced by synoptic-scale features. (3) The GCM is able to simulate these synoptic-scale features successfully, so that the modelled present-day predictor variables are in good agreement with observations. (4) The transfer functions derived with observed data to relate the synoptic field to surface variables remain valid under a likely future warmer atmosphere.

The first and second points were the objects of discussion in Sections 2 and 4, respectively. The third point is briefly analysed here. The last point is impossible to prove; most analysts implicitly assume that the relations between the large-scale circulation and the local surface climate will not suffer any major change under a future climate change scenario (Hewitson & Crane 1996, Palutikof et al. 1997, Winkler et al. 1997). However, temperature depends not only on the large-scale circulation but also on variables such as radiation, cloud type and cover. These relationships are not considered here, but may change in a high CO2 world, thus affecting the size of temperature perturbations.

The successful application of the previously derived ANN models to the problem of constructing climate change scenarios requires that the predictor variables should be well modelled by the GCM. A comparison between observed (from the ECMWF re-analyses) and GHGS1 means and standard deviations of the 6 circulation indices was carried out on an annual and seasonal basis (not shown). Results were, in general, reasonable for both measures. Thus we opted not to adjust
Fig. 4. Comparison between the observed and modelled empirical cumulative frequency distributions for the linear (left column) and 5+1 (right column) models for (a) $T_{\text{max}}$ and (b) $T_{\text{min}}$. 
in any way (e.g. by removing bias) the 500 hPa and SLP fields obtained from the HadCM2 model.

Results in Section 4 give confidence to the use of a 2-layer feed-forward ANN model to downscale from GCM output to local values of $T_{\text{max}}$ and $T_{\text{min}}$ at Coimbra. Thus, all the downscaled results presented in this section were obtained with 1 non-linear ANN model (5+1, with 5 nodes in the input layer and 1 in the output layer, see Section 3) calibrated and validated with observed data. Once again we have employed qq plots to compare the observed (1970–79) and downscaled (DGHGS1) time series (Fig. 5). In general, both $T_{\text{max}}$ and $T_{\text{min}}$ values tend to fall near the 1:1 line, showing an improvement when compared to the performance of the direct GCM output (Fig. 2).

Daily means of observed, DGHGS1 and direct GHGS1 output (taken from the nearest grid-point) $T_{\text{max}}$ and $T_{\text{min}}$ are shown in Fig. 6. In both cases all time series show a good phase coherence throughout the seasonal cycle. As mentioned before, $T_{\text{max}}$ values from the nearest GCM grid-point tend to be below the observed throughout the year, except in summer (Fig. 6a), while downscaled $T_{\text{max}}$ values show a much better agreement with the annual evolution of observed temperatures. DGHGS1 results for $T_{\text{min}}$ also show an improvement when compared with direct GCM mean daily values, with the exception of spring (Fig. 6b). Annual and seasonal means and standard deviations of downscaled and direct GCM output values (again for the period 1970–79) are compared in Table 6. There are no significant differences between the observed and DGHGS1 $T_{\text{max}}$ series (except for the summer standard deviation), revealing a considerable improvement over the comparison of observed and direct GHGS1 output in Table 2. Although the results for $T_{\text{min}}$ do not show such a large improvement, there is still a general decrease in the annual and seasonal differences between the observed and DGHGS1 series, especially for the mean.

The application of the same ANN model to the construction of future scenarios (DGHGS2) for $T_{\text{max}}$ (Fig. 6c) and $T_{\text{min}}$ (Fig. 6d) shows a different annual evolution when compared with the corresponding direct GHGS2 output. As expected, both are generally above the observed. Annual and seasonal statistics compared with present-day values are presented in Table 6. Summer values of DGHGS2 for both $T_{\text{max}}$ and $T_{\text{min}}$ are much smaller than the equivalent temperatures simulated by the GCM directly, but during winter and spring DGHGS2 values tend to be higher than the direct GCM output. Thus we can state that the downscaling method gives, for both variables, a smaller range of annual variability than the direct GCM output. Looking at the changes from the present-
Fig. 6. Ten year daily means of downscaled and direct GCM output temperatures from the nearest grid-point to Coimbra. Present-day scenarios (1970–79) for (a) $T_{\text{max}}$ and (b) $T_{\text{min}}$, and future (2090–99) scenarios for (c) $T_{\text{max}}$ and (d) $T_{\text{min}}$. Coimbra observations (1970–79) are shown to allow comparison.
we see that the raw model mean changes in temperature (GHGS2 – GHGS1) are always at least double the downscaled mean changes (DGHGS2 – DGHGS1).

With respect to the standard deviations, there is no consistent pattern of differences between the raw and downscaled scenarios.

Downscaled results from the 5+1 ANN model show a significant improvement over direct GCM output in their ability to reliably simulate contemporary daily values of $T_{\text{max}}$ and $T_{\text{min}}$ for Coimbra (DGHGS1 results). Thus, it seems more reasonable to adopt future climate scenarios obtained with this downscaling technique (DGHGS2 results) than to accept direct GCM output (GHGS2 results). However, this statement is based principally on a comparison of the first 2 moments of the frequency distribution, the mean and the variance.

Most sectors of potential end users of climate change impact studies (e.g. agricultural, tourism and energy production companies) would also require reliable scenarios of extremes episodes. Typically, those end users would like to know for example if we can expect more heat waves in summer or fewer cold spells in winter.

We computed the number of extreme situations, defining heat waves (cold spells) as being all episodes of 3, 5 or 7 consecutive days with $T_{\text{max}}$ above 35°C ($T_{\text{min}}$ below 5°C). Table 7 shows the main results for both the present-day (observed, DGHGS1 and GHGS1) and the future (DGHGS2 and GHGS2). As expected, the results show for both approaches an increase in the number of heat waves and a decrease in the number of cold spells in future. Table 7 also reveals the inability of HadCM2 to simulate with accuracy the present-day frequency of extreme episodes, with both heat waves and cold spells being over-predicted by GHGS1. These results also show that the downscaling technique does not reproduce the observed frequency of extreme episodes with sufficient quality, especially in the case of $T_{\text{max}}$ (heat waves). Notwithstanding, for both types of extreme there is a real improvement over the direct model output, especially in the case of $T_{\text{min}}$ (cold spells). It is of very real interest (and concern) that the improvement achieved by the downscaling technique in the simulation of the mean and variance of the observed distribution is not fully sustained at the extremes.

6. SUMMARY AND CONCLUSIONS

There is an increasing demand from many sectors of society for reliable climate scenarios on highly resolved temporal (e.g. daily) and spatial (e.g. station)

day decade (1970–79) to the future (2090–99), we see that the raw model mean changes in temperature (GHGS2 – GHGS1) are always at least double the downscaled mean changes (DGHGS2 – DGHGS1). With respect to the standard deviations, there is no consistent pattern of differences between the raw and downscaled scenarios.

Downscaled results from the 5+1 ANN model show a significant improvement over direct GCM output in their ability to reliably simulate contemporary daily values of $T_{\text{max}}$ and $T_{\text{min}}$ for Coimbra (DGHGS1 results). Thus, it seems more reasonable to adopt future climate scenarios obtained with this downscaling technique (DGHGS2 results) than to accept direct GCM output (GHGS2 results). However, this statement is based principally on a comparison of the first 2 moments of the frequency distribution, the mean and the variance. Most sectors of potential end users of climate change impact studies (e.g. agricultural, tourism and energy production companies) would also require reliable scenarios of extremes episodes. Typically, those end users would like to know for example if we can expect more heat waves in summer or fewer cold spells in winter.

We computed the number of extreme situations, defining heat waves (cold spells) as being all episodes of 3, 5 or 7 consecutive days with $T_{\text{max}}$ above 35°C ($T_{\text{min}}$ below 5°C). Table 7 shows the main results for both the present-day (observed, DGHGS1 and GHGS1) and the future (DGHGS2 and GHGS2). As expected, the results show for both approaches an increase in the number of heat waves and a decrease in the number of cold spells in future. Table 7 also reveals the inability of HadCM2 to simulate with accuracy the present-day frequency of extreme episodes, with both heat waves and cold spells being over-predicted by GHGS1. These results also show that the downscaling technique does not reproduce the observed frequency of extreme episodes with sufficient quality, especially in the case of $T_{\text{max}}$ (heat waves). Notwithstanding, for both types of extreme there is a real improvement over the direct model output, especially in the case of $T_{\text{min}}$ (cold spells). It is of very real interest (and concern) that the improvement achieved by the downscaling technique in the simulation of the mean and variance of the observed distribution is not fully sustained at the extremes.

Table 7. Number of heat waves and cold spells (of 3, 5 or 7 d duration) per decade obtained from observations, direct GCM (GHGS1, GHGS2) and downscaled (DGHGS1, DGHGS2) time series

<table>
<thead>
<tr>
<th></th>
<th>3 d</th>
<th>5 d</th>
<th>7 d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat waves ($T &gt; 35^\circ$C)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed (1970–79)</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DGHGS1 (1970–79)</td>
<td>24</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>GHGS1 (1970–79)</td>
<td>54</td>
<td>23</td>
<td>8</td>
</tr>
<tr>
<td>DGHGS2 (2090–99)</td>
<td>85</td>
<td>26</td>
<td>8</td>
</tr>
<tr>
<td>GHGS2 (2090–99)</td>
<td>374</td>
<td>295</td>
<td>238</td>
</tr>
<tr>
<td>Cold spells ($T &lt; 5^\circ$C)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed (1970–79)</td>
<td>214</td>
<td>106</td>
<td>64</td>
</tr>
<tr>
<td>DGHGS1 (1970–79)</td>
<td>153</td>
<td>82</td>
<td>45</td>
</tr>
<tr>
<td>GHGS1 (1970–79)</td>
<td>491</td>
<td>333</td>
<td>239</td>
</tr>
<tr>
<td>DGHGS2 (2090–99)</td>
<td>33</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>GHGS2 (2090–99)</td>
<td>115</td>
<td>51</td>
<td>27</td>
</tr>
</tbody>
</table>
scales. It is a generally accepted argument within the climate research community that, in the long term, direct output from GCMs will fulfil this demand. In the meantime, impact analysts have devoted much of their attention to the development of downscaling techniques. Many different aspects within a downscaling procedure can be the object of improvement, including the number of predictors used, the length of the calibration series, and the use of monthly or seasonal models rather than an all-year model. In the present work, our main efforts have been concentrated on the development of an improved empirical downscaling model for $T_{\text{max}}$ and $T_{\text{min}}$ at Coimbra, based on the comparison of linear and several non-linear ANN models.

Three different validation schemes have been applied to evaluate the results from ensembles of results from the non-linear ANN model, the ensembles being created by using different initial conditions. The 3 different validation procedures indicate an effective improvement in terms of the explained variance and RMSE when we substitute the 2-layer non-linear ANN model (5+1, with 5 nodes in the input layer and 1 in the output layer) for a linear model. The use of skill scores gives a better assessment of the real improvement achieved. The improvements are particularly impressive for $T_{\text{max}}$. These improvements demonstrate the ability of the non-linear ANNs to capture the relationships between the large-scale circulation and local values of $T_{\text{max}}$ and $T_{\text{min}}$.

We applied the non-linear ANN models to GCM present-day output. The downscaled results from the 5+1 ANN model show a considerable improvement over direct GCM output. The application of the same ANN model to the development of a future scenario for $T_{\text{max}}$ and $T_{\text{min}}$ produces a climatology with a smaller seasonal cycle when compared with direct GCM output. Summer values, for both $T_{\text{max}}$ and $T_{\text{min}}$, are much smaller than the equivalent temperatures simulated by the GCM alone. It is difficult to compare the results of this analysis with those of other authors. Indeed, recent papers using ANNs for downscaling purposes have generally failed to compare their ANN model results with those achieved by standard linear regression techniques, as we do here. The papers which do carry out this procedure do not carry out the next step of applying their models to GCM output. Few papers are concerned with downscaling temperature (see Table 1). One study equivalent to ours (by Weichert & Bürger 1998) obtained an improvement of 10% in the explained variance of average temperature by using non-linear models, a result similar to that which we have achieved here.

Finally, we computed the frequency of extreme episodes (heat waves and cold spells) from the downscaled scenarios and from the direct GCM output. When compared with the observations, the direct GCM results are very poor. Although substantial improvement is achieved by the downscaling procedure, it is not sufficient to allow us to accept blindly any future scenarios of extreme situations derived with this approach.

Our main conclusions can be summarised as follows:

1. The current generation of GCM (HadCM2) is still unable to simulate reliable daily time series of $T_{\text{max}}$ and $T_{\text{min}}$ for a local site in south-western Europe.

2. Linear and non-linear transfer function methods can be used to downscale from large-scale circulation indices to local temperatures, but all validation techniques employed show an improvement when using a simple 2-layer feed-forward ANN model.

3. Downscaled results of $T_{\text{max}}$ and $T_{\text{min}}$, obtained with the 5+1 non-linear ANN model, are in better agreement with observations than the corresponding direct GCM outputs.

4. It seems more reasonable to adopt future climate scenarios obtained with this downscaling technique rather than using direct GCM output.

5. More work is required to further develop these downscaling techniques for analysis of changes in the frequency of extreme situations such as cold spells and heat waves.

These results do suggest some important limitations to this type of empirical downscaling technique. The use of stochastic models (or weather generators) to simulate extremes episodes (Corte Real et al. 1999) has to be considered as an alternative approach to downscaling. On the other hand, we are confident that the use of additional predictors, especially related to the moisture content of the atmosphere and to radiation, could significantly increase the general quality of these downscaled results, especially in the winter wet season. Such work will be carried out with the next generation of Hadley Centre Model (HadCM3) currently being developed.
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