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ABSTRACT: The possibility of predicting nocturnal intra-urban air temperature differences on the 
basis of meteorological data from climatic stations was analysed. Three years of r eco rd~ng  at  an  urban 
canyon and a nearby open area in the city of Goteborg, Sweden, formed the basis of the analyses. The 
urban canyon-urban open area temperature differences (AT,.,) were best estimated when the data was 
first classified with reference to the amount of cloud cover and then fitted to a non-linear regression 
equation which included the wlnd speed at  the urban open area (10 m level) The  study shows that the 
degree of intra-urban temperature vanations can be predicted using a fairly simple methodology. The 
methodology and the general pattern of the model could be  helpful as  a complementary tool in urban 
land use planning for cities with a structure similar to Goteborg 
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1. INTRODUCTION 

The greatest challenge for urban climatologists is to 
translate the findings of their scientific research into 
applicable models for urban planning. Many attempts 
have been made to model the effect of urban devel- 
opment on the local microclimate. Yet complete 
models for urban planning are not available at this 
time and there is still a striking gap between climate 
and design. 

Numerical models are continuously being developed 
to simulate the relevant processes that shape the urban 
climate. As early as 1951, Sundborg related the heat 
island intensity of Uppsala, Sweden, to simple niete- 
orological variables, i.e. cloudiness, wind speed, 
temperature and absolute humidity, by means of a 
multiple regression analysis. In 1969, Myrup used the 
energy budget approach to model the urban heat 
island and Terjung & O'Rourke (1980a, b) made a com- 
puter simulation of the effect of canyon geometry on 
the development of a nocturnal heat island. Simula- 
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tions of the same type of effect were made by Arnfield 
(1990) and Todhunter (1990). An urban climate simu- 
lation was also used by Arnfield (1982) to predict 
the albedo and emissivity of a city. In order to simu- 
late urban temperature patterns and wind patterns on 
both the meso- and microscale, Eichhoi-n et al. (1988) 
developed two complementary 3-dimensional non- 
hydrostatic models. Johnson et  al. (1991) developed 
a model to simulate the cooling of rural and urban 
canyon surfaces on calm, cloudless nights, and 
Yoshida (1992) estimated the heat transfer in an urban 
canyon by means of a numerical simulation uslng a 
simple physical model. 

Many of these models have been validated by com- 
parision with field data. The validation of such iiiodels 
can be complex, as it requires measurements and input 
parameters which may be difficult to obtain (Voogt & 

Oke 1991). Thus, in spite of the importance of these 
models, it is often very difficult to use them directly in 
the planning process. Instead, local climate maps 
(Lindqvist & Mattsson 1989, Lindqvist 1991) together 
with guidelines for planning (e.g.  Oke 1988, Evans & 
Schiller 1991, Kuttler 1993) have been shown to be  
useful tools in urban planning. 
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Urban geometry often is theorized to be one of the an urban climate model is to be of practical use, the 
major factors leading to the development of urban heat input data must be easily accessible from, for example, 
islands. For example, the maximum heat island inten- a standard meteorological station within the area. 
sity has been proven to correlate well with the mean Thus the present analysis is based on data from a 3 yr 
sky view factor (SVF) of the city centre for a number of measuring period (1988, 1989, 1990) of the canyon/ 
cities around the world (Oke 1981, Park 1987). Despite open area temperature difference (AT,.,) recorded in 
the numerous heat island studies in the literature, Goteborg (Eliasson 1994, 1996). The analysis is 
there is less clarity regarding the effect of geometry on restricted to nocturnal data (see above) and is divided 
the temperature pattern within a single city. However, into 2 separate parts. In the first part, the basic data is 
field observations (Barring et al. 1985) and simulation- classified with respect to cloudiness and, in the second, 
based studies (Todhunter 1990) have shown that the data is analysed by multiple regression. 
heterogeneous urban microclimate is attributable to 
the variable urban geometry within a given land-use 
category. For many reasons, not least those of urban 2. MEASUREMENTS OF CLIMATIC PARAMETERS 
planning, intra-urban temperature differences are of 
greater interest than temperature variations between The measurements were carried out in the city of 
cities. Previous papers have presented results from an Goteborg (57" 42' N; Fig. l), located on the west coast of 
investigation of urban climate and structure carried Sweden and built up around the shores of the Gota 
out in Goteborg, Sweden (Eliassor! 1990/91, 1992, River. The metropolitan Goteborg area, including the 
1994, 1996). The primary purpose of the survey was to city centre and suburbs, has a population of approxi- 
study the effect of urban geometry on temperature mately 700 000. Data from 3 rural standard meteorolog- 
within the city centre and surrounding urban areas. ical stations are available (Stns 4, 5 and 6 in Fig 1 .) The 
Great importance was attached to distinctions be- climate conditions at these stations can be very different, 
tween the effect of geometry on surface and air tem- especially during anticyclonic weather conditions, as re- 
peratures. The role of geometry was evaluated for ported by Eliasson & Holrner (1990). The meteorological 
night periods, as the heat island is known to be most station at Save airport, located 9 km NW of the city 
intense at this time. During clear and calm weather centre, was selected as the rural station for this study. 
conditions, the relationship between 
surface temperature and street geo- 
metry in the city centre proved to be 
statistically significant (Eliasson 1992). 
However, in spite of large tempera- 
ture gradients between urban dis- 
tricts with different land use, the 
corresponding relation for air tem- 
perature and street geometry was 
not statistically significant (Eliasson 
1996). Nocturnal air temperature dif- 
ferences of up to 3°C were recorded 
on nights with light wind and clear 
skies between a dense canyon and 
a nearby open area within the city 
centre. Moreover, in all seasons, the 
mean urban canyon heat island inten- 
sity was increased and persisted for a 
longer time as compared with the 
heat island calculated from the urban 
open area station data (Eliasson 1994, 
1996). 

The aim of the present paper was to A 1 Urban Canyon A 4 Save a~rpori 0 Built up area 
analyse whether and to what extent r 2 Urban Open A 5 Vinga l~ghthouse H Lake 
intra-urban temperature differences A 3 Suburban A 6 Landvetter airport - Main road 
can be using Fig. 1. GZjteborg, Sweden, showing the location of the meteorological stations 
based on of meteorologi- and the built-up area [Data from Stn 3 was analysed by Eliasson (1994) but is not 
cal parameters at climatic stations. If presented in this paper] 
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The inner city of Goteborg has a classical European 
city structure. The city was founded in 1621 and the 
city core was planned by Dutch engineers, which gave 
the city a characteristic design. The oldest part of the 
city is located between the Gota River and a system of 
old canals. In this area, there is a mixture of old and 
new buildings, but the old, dense structure remains. 
The streets are, with some exceptions, oriented in an 
ENE-WSW and NNW-SSE direction. The building 
heights vary between 10 and 15 m and the average 
street width is 7 m. The SVF of the canyons vary 
between 0.25 and 0.45. South of the canals lies a part of 
the city, built around 1860, with a more heterogeneous 
geometry. Some streets in this area are quite wide, 
45 m, but others are narrower, about 13 m. The heights 
of the buildings in this part of the city vary between 5 
and 25 m but the average height interval is 17 to 22 m. 
The SVF of the canyons vary between 0.5 and 0.9 
and the streets are, with some exceptions, oriented in 
a N-S and E-W, or a NW-SE and NE-SW pattern. To 
the northeast is a large open area. Small parks are 
scattered within this southern part, which is bordered 
by a large park in the southwest. 

Temperature, wind and humidity were recorded at 
2 urban climatic stations, located south of the canals, 
during a 3 yr period. The urban climatic stations repre- 
sent 2 different types of building geometry, as one is 
situated in a dense canyon with an SVF of 0.5 and the 
other in an open area (SVF close to 1.0) 400 m away 
(Fig. 1, Stns 1 and 2). 

The street canyon (Stn 1) is formed by symmetrical 
buildings 120 m long and 20 m high. The width of the 
street is 14 m, giving a height/width ratio of 1.4. The 
facades of the buildings in the canyon are of brick. 
Fig. 2 shows the location of instruments in the canyon. 
The air temperature was measured at 4 points. For 
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T 
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Fig. 2. Instrumentation at the street canyon and penetration of 
solar radiation into the canyon at 14:OO h during summer and 

winter. T: temperate; W: wind; H: humidity 

practical reasons, these points were located between 
4 and 10 m above the street surface. The wind speed 
and direction were monitored within the canyon at a 
point 4 m away from the east facade and 5 m above 
the street surface. The temperature was also measured 
at  2 points (2 and 5 cm) inside the east wall. On the 
roof of the east building, temperature, wind and 
humidity were monitored at 2 m above the surface 
of the roof. 

The penetration of solar radiation into the canyon at 
14:OO h, when the solar azimuth angle is perpendicular 
to the orientation of the canyon, is also marked in 
Fig. 2. On June 22, the solar altitude is 48"; thus, at this 
time, almost all of the east wall is sunlit. On December 
22, owing to the low solar altitude (3"), only the upper- 
most 2 m of the east wall is sunlit. 

The open area (Stn 2) is covered mainly by gravel 
and is used for sports. The air temperature was mea- 
sured at 2 and 10 m above the surface. Relative hu- 
midity was recorded at 2 m above the surface, and 
the wind (speed and direction) was monitored at 5 and 
10 m above the surface. 

The temperature was recorded at both stations 
using wire-wound resistance thermometers, Pt (100 
ohm) and Ni (1000 ohm), protected by radiation 
shields. The relative humidity was measured by the 
capacity method and the wind speed and direction 
were recorded by Vaisala cup anemometers (VAA15) 
and a Vaisala wind vane (VAW15). All sensors were 
calibrated in a climatic chamber before and after the 
measuring period and in situ at regular intervals 
during the measurements. Hourly mean and 10 min 
mean values were stored in a computer at each sta- 
tion. To Limit the influence of errors caused by the 
variations between the temperature probes, the data 
were corrected taking into account the calibration 
results. However, for interpretation of the air temper- 
ature difference between the 2 urban sites, only dif- 
ferences greater than +0.5"C were taken into consid- 
eration. The 2 urban stations were continuously run 
during the measuring period, although minor gaps 
do exist in the gathered data owing to technical diffi- 
culties. 

The 3 stations, Save airport, the urban canyon and 
the urban open area, used in the analysis presented in 
this paper are located in areas of similar topography 
and landscape morphology, i.e. relatively flat areas 
consisting of clay deposited during the last glacial 
period. Compared with the other 2 rural standard 
meteorological stations, Landvetter airport and Vinga 
lighthouse (Fig. l), the area surrounding Save airport, 
with respect to geomorphology and distance to the 
sea, corresponds best with the urban stations. Hourly 
data on wind, cloud cover, air temperature and air 
humidity were used from the station at  Save airport. 
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The station (Stn 4 ,  Fig. 1) is located 3 km east of the Part 2: A multiple regression analysis was performed 
coastline, while the distance from the city centre to the using the different meteorological variables recorded 
sea is approximately 8 km. Previous studies in Gote- at  the climatic stations. These variables were: total 
borg have shown that the urban-rural temperature dif- amount of cloud cover, distance from the surface to 
ference between the station at Save airport and the the lowest cloud base, air temperature, absolute air 
urban stations is to be regarded as a minimum value humidity, wind speed and wind direction; in addition, 
for the heat island, due  to the proxim~ty of the sea. a seasonal factor was introduced. 
Automobile traverses have shown larger temperature 
differences between the city centre and the eastern 
suburbs than between the centre and the western 4. URBAN CANYONIOPEN AREA TEMPERATURE 
parts of the city. The nocturnal advective influence of DIFFERENCES UNDER CLEAR, SEMICLOUDY 
the sea upon the heat island is small, however, due  to AND CLOUDY CONDITIONS 
the strong temperature gradient, directed towards the 
warmer sea,  which often exists in the coastal area dur- The relationship between AT,., and the wind speed 
ing clear and calm winter nights. This temperature at  the rural and urban stations for clear, semicloudy 
ddference induces a weak air flow, the land breeze, and cloudy weather conditions was analysed. The 
directed from the city centre to the sea (Eliasson & results from this comparison are given for clear and 
Holmer 1990). Weak land breeze flows also often occur cloudy conditions during the month of October in 
during clear and caim summer nights. Thus the noct- Fig. 3. In October 143 nighttime hours were classified 
urnal advective influence of the sea upon the urban as clear and 226 as cloudy. Not unexpectedly, the 
heat island is limited dunng  both winter and summer. largest AT,., occurred at low wind speeds during clear 
This is in agreement with other studies which have conditions. Differences greater than 1°C (positive 
shown that strong horizontal temperature gradients values of AT,., indicate a higher canyon temperature) 
are  preserved despite the smoothing effects of advec- occurred at  wind speeds 52 m S-' at the rural station 
tion (Carlson et  al. 1981). (Fig. 3a) and wind speeds lower than 1 m S-' a t  the 

urban open area station (Fig. 3c). The relationship has 
a n  exponential form and the best fit of the points was 

3. DATA ANALYSIS given by the non-linear equation AT,., = a + be-", 
where a, b and c are the regression coefficients and U 

The air temperature difference between the canyon is the wind speed. The non-linear equation form was 
and the open area (AT,.,) remained on average at  a suggested by Sundborg (1951) for the prediction of 
constant level throughout the night during the 3 yr urban-rural air temperature differences. 
measuring period (Eliasson 1994). Each night hour was Wind speeds at Swedish standard meteorological 
thus analysed separately, and  no consideration was stations are given only as integers (statistics from 
given to the time after sunset in the analysis of data. As SMHI), which increased the scatter of the points and re- 
earlier analyses of the data showed small variations sulted in lower correlation coefficient values (R = 0.73, 
within the canyon (Eliasson 1996), the canyon temper- Fig. 3a) compared to the urban open area (R = 0.92, 
ature value (T,) used in the present paper was a mean Fig. 3c). The lower correlation coefficients found for 
value of the 4 measurements between 4 and 10 m the relationship between AT,., and the rural wind 
inside the canyon (Fig. 2). In order to obtain a compa- speed is an  effect of both the integer variables and 
rable value, the open area temperature value (T,) used the distance between the urban and rural sites. A test 
was a mean value of the measurements at 2 and 10 m showed that if the integer format (rounded values) was 
at  the open area.  The data for the 3 yr period was also used for the relationship between AT,., and the 
grouped into monthly sums, i.e. the data represented urban open area wind speed, the correlation coeffi- 
by January includes all nighttime hours dunng  the cient decreased to 0.86, w h ~ c h  is still higher than the 
month of January in 1988, 1989 and 1990. The analyses correlation coefficient for the rural station (Fig. 3a).  
were divided into 2 parts. T h ~ s  indicates that the urban-rural distance effect is 

Part 1: The data ware classified into 3 categories important. The correlation coefficients were lower 
according to amount of cloud cover, i .e .  clear (52 during cloudy conditions, as can be seen in Fig. 3b, d ,  
octas), semicloudy (3 to 5 octas) and cloudy (26 octas). where the points are highly scattered. 
This follows the classification used by the Swedish The relationships between AT,., and the wind speed 
Meteorological and Hydrological Institute (SMHI). For at other urban locations were also exarmned (but are 
each cloudiness class and each night hour, AT,., was not shown in the figures in this paper). The regression 
related to the wind speed at the different climatic and correlation between AT,., and the wind speed at 
stations. 5 m in the open area and at the canyon roof exhibited 
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a) RURAL (c S 2/8) b) RURAL (c 2 6/8) 

patterns very similar to those for the open area at 10 m, 
with R = 0.90 and R = 0.84, respectively, for clear con- 
ditions. In the canyon the wind speed was reduced by 
the buildings and in general was less than 2 m S-'. The 
relationship between AT,., and the canyon wind was 
thus not very significant: the correlation coefficient 
for clear conditions was 0.66, and for cloudy condi- 
tions 0.46. 

The basic pattern for the month of October, shown in 
Fig. 3, is representative for all months, i.e. the best 
correlation was found between AT,., and the wind 
speed at 10 m in the urban open area. The urban open 
area station, representing an open area within a city, 
will therefore be further examined below. It would of 
course have been more advantageous to use a standard 
meteorological station. However, since the tempera- 
ture differences were most pronounced at low wind 
speeds, the statistics available from SMHI were insuf- 
ficient for the analysis due to their weaker correlation. 

The relationship between AT,., and the wind speed 
at the open area (10 m level) for clear conditions 
throughout the year is shown in Fig. 4. To minimise the 
number of diagrams, every fourth month is shown, 
representing each season. The 2 variables AT,., and 
wind speed (U) are closely related for all months, as 
shown by the high correlation coefficients, but are 
highest in October (R = 0.92) and lowest in July (0.76). 
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The function estimated by the regression analysis 
shows that the wind speed (U) at which AT 1 1°C varies 
with the season; in January the threshold value is 0.5 m 
S-' and in July 1.5 m S-'. April and October show 
threshold values of 1.25 and 1.0 m S-' respectively. A 
possible explanation of these seasonal variations 1s the 
longer days and greater solar height during summer, 
which would result in a greater daytime heating of the 
canyon area. The short nights in July, approximately 
6 h, result in a preservation of the heat in the buildings 
and thus a greater AT,., which can be sustained longer 
and is less sensitive to advection compared to the 
winter situation. 

The regression equations for clear conditions were 
generally similar over the year, although small varia- 
tions occurred, such as a somewhat higher AT,., ob- 
served during the summer months. The AT,-,/open area 
wind speed (10 m) relationship is shown for the total 
3 yr period in Fig. 5. The regression equation is 
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Fig. 3. Relationship be- 
tween AT,., and wind 
speed (at 10 m) during clear 
and cloudy conditions in 
October Positwe AT.. indi- '2' 10 .... 
cates higher canyon tem- o - 
perature. (a) Rurallclear, 
(b) ruraVcloudy. (c) urban 
open area/clear, (d) urban -1 I I I I , I I 8 I I 8 I 8 I c I 8 I . 
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and the correlation coefficient R = 0.84. For the total 
3 yr period AT 2 1°C were found at wind speeds less 
than l m S-'. 

During cloudy conditions, the 2 variables are not as 
closely related, with the correlation coefficient ranging 
from 0.68 in July to 0.80 in April (Fig. 6). The basic pat- 

open area/cloudy. Cloudi- - 1 1 3 5 7 9 1 1  - 1 1 3 5 7 9 1 1  
ness (c) indicated in octas U (ds) U (ds) 
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JANUARY n = 21 7 APRIL n = 153 

JULY n = 47 OCTOBER n = 143 

tern exhibited by the regression equations for cloudy 
conditions is that AT,., is rarely greater than l0C,  even 
at very low wind speeds. At higher wind speeds AT,., 
approaches zero. The point scatter in Figs. 4 ,  5 & 6 
shows, however, that the differences seldom are lower 
than -0.5"C. These negative values are interesting, as 

CLEAR NIGHT HOURS Feb 1988Jan 1991 
3 ,  I 

Fig. 4. AT'., in relation to 
wind speed at 10 m in the 
urban open area for every 
fourth month during clear 
conditions. Positive values 

I of AT,., indicate higher 
canyon temperatures 

they indicate a lower air temperature in the canyon as 
compared with the open area. A possible explanation 
for these negative values is advection of air from the 
heated canyon areas into the open area (the effect is 
most pronounced in winter). However as these nega- 
tive values lie within the resolution of the sensors, 
more detailed studies of the intra-urban wind and tem- 
perature field are needed. 

The regression equations for the relationship be- 
tween AT,., and the wind speed at 10 m in the open 
area during clear, semicloudy and cloudy conditions 
are given for July and December in Fig. 7. AT,., greater 
than 0.5"C occurred in the wind speed interval 
between 0 m S-' and ca 2 m S-' for all 3 cloudiness 
categories. Within this narrow wind speed interval, 
the highest values of AT,., occurred, not unexpectedly, 
during clear conditions. At 0.5 m S-', however, the 
difference between clear and cloudy AT,., values was 
only about 1.5"C. At wind speeds greater than 3 m S-', 

the values of AT,., approached zero. 

5. MULTIPLE REGRESSION ANALYSIS 

Fig. 5. AT,-, in relation to wind speed at 10 m in the urban 
open area for the total 3 yr measuring period and clear con- Multiple regression equations were used for rnodel- 

ditions. Positive values of AT., indicate hiqher canyon tern- ling urban-rural temperature differences by Sundborg - - 
peratures (1951) and later by Lindqvist (1970). However, both 
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Fig. 6.  AT,., in relation to 
wind speed at 10 m in 
the urban open area for 
every fourth month during 
cloudy conditions. Posi- 
tive values of AT,., indi- 
cate higher canyon tem- 

peratures 

JANUARY n = 614 APRIL n = 122 

JULY n = 67 

authors were doubtful as to the use of these equations. 
Sundborg (1951) states that 'the statistical calculations 
do not wholly by themselves answer questions con- 
cerning causal relations. They are to be considered 
only as a guidance for further investigations and theo- 
retical studies as regards the more or less hidden phys- 
ical realities'. He showed that the more simplified 
expression D = (4.6 - 0.28N)/U ( R  = 0.6). where D = the 
urban-rural temperature difference, N = cloud cover, 

JULY 

- CLEAR n = 47 

--- SEMICLOUDY n = 53 

CLOUDY n = 67 

OCTOBER n = 226 

and U = wind speed, reproduced the differences better 
than did his multiple regression equation. Lindqvist 
(1970) argues that this type of equation suffers from 
several limitations and is thus chiefly suitable for qual- 
itative discussions rather than quantitative analyses. 

The statistical significance of a multiple regression 
model is generally improved by an increase in the 
number of parameters. The introduction of interaction 
factors and new variables increased the correlation 

DECEMBER 

- CLEAR n = 162 

--p SEMICLOUDY n = 104 

CLOUDY n = 375 

Fig. 7. AT,., in relation to wind speed at 10 m in the urban open area, under clear, semicloudy and cloudy conditions during 
(a) July and (b) December 
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coefficients of the test models used in this study by residual. In the second model, the seasonal variable 
20% (see below). This made it interesting to try to (S,) has been added, giving the model: 
model the intra-urban air temperature differences by 

ATc., = 
multiple regression analyses. 

In the present study, different models were tested on PO + PIS, + P 2 U u  + + P4UuNr + PsUuSc + PGSCN + e (2) 

a random sample of the total 3 yr data base. The prac- 
tice of SMHI of using integers for wind speeds in their 
statistics restricted the use of these data from the rural 
station, as the most interesting situations occurred at 
rural wind speeds lower than 3 m S-'. Thus only obser- 
vations of cloud cover were used from the rural station, 
and the other variables, wind direction, wind speed, air 
temperature and air humidity, were taken from the 
urban open area station. Furthermore, as AT,., was 
shown to exhibit some seasonal variation (Eliasson 
1996), a seasonal variable was also used. This variable 
was expressed as the percent of sunlit wall area in 
the urban canyon at 14:00 h, the time when the sun is 
perpendicuiar to the canyon (Fiy. 2). 

Different test models were established. As AT,., is 
known to be non-linearly related to wind speed, a 
model using the urban open area wind speed at 10 m 
as the denominator was tested. However, it was neces- 
sary to reject the model showing the best coefficient 
of determination, as a chi-squared goodness-of-fit test 
showed non-normally distributed residuals. 

It was concluded that linear multiple regression 
models with the variables total amount cloud cover at 
the rural station (N,), urban open area wind speed (U,) 
and percentage of sunlit canyon wall (S,) gave the 
highest level of statistical significance. The variables 
wind direction, distance from the surface to the lowest 
cloud base, air temperature and air humidity were 
found to be statistically insignificant at the 1 % level in 
the regression analysis. 

Finally, 2 different models were tested on the total 
3 yr data base (nighttime hours). The first model is 
simply a fit of AT,-, by means of the amount of cloud 
cover at the rural station (NI) and the wind speed at the 
urban open area (U,), giving the model: 

where each p, term (1 = 1, 2, ...) stands for the regres- 
sion parameters immediately following it and e is the 

where each pi term (1 = 1, 2, ...) stands for the regres- 
sion parameters immediately following it and e is the 
residual. 

The models include interaction factors, i.e. the pro- 
duct U,N, (models 1 and 2), U,S, (model 2) and S, Nr 
(model 2). It was shown statistically by the present 
analysis that models that included interaction factors 
increased the coefficients of determination by 20% 
units as compared to models which did not include 
interaction factors. 

Owing to the high latitude of Goteborg (57O42' N), the 
length of the night varies greatly during the year. In the 
middle of June, the nights are approximately 6 h long 
and, in December, about 16 h iong. Thus if the total 
length of the night is to be considered in the analysis, this 
means that there is approximately 3 times as much data 
available for the winter as for summer months. More- 
over, previous studies have shown that during winter 
AT,., increases from sunset to a maximum value a few 
hours after sunset, thereafter remaining stable (Eliasson 
1994, Fig. 5). In order to test if the difference between 
winter and summer data would affect the analysis, 2 
models were tested on 2 data sets. Data set A consisted of 
the total length of the night and data set B of the 5 night 
hours beginning after sunset. This means that the entire 
night during summer is considered in data set B, while 
only the first 6 h of the night are considered for winter. 

The regression parameters and correlation coeffi- 
cients from the multiple regression analysis of models 
1 and 2 using data sets A and B are given in Table 1. 
All variables in both models were significant at the 1 % 
level and a chi-squared goodness-of-fit test showed 
that the residuals were normally distributed. The cor- 
relation coefficients were low, ranging from 0.6 to 0.7. 
The results showed that both models gave similar 
regression equations for data sets A and B under clear 
conditions. On occasions of high cloud cover the equa- 
tions showed a small variation between data sets A and 
B (model 2) but, as cloudy conditions are of minor 

Table 1. Results from the multiple regression analysis of models 1 and 2 using data sets A and B. Regression coefficients (P,) and 
correlation coefficients (R) are shown. Explanation of models (l .  and 2) and data sets (A and B) are given in the text 

Data/Model Regression coefficient: R 

PO S, U" Nr UuNr UUSC sc Nr 

A/1 1.4301 - -0.3290 -0.1219 0.0262 - 0.60 
B/ 1 1.454 1 - -0.3374 -0.1147 0.0247 - - 0.63 
M 2  0.9399 0.0134 -0.2067 -0.0900 0.0216 -0.00381 -0.000530 0.70 
B/2 0.74 11 0.0512 -0.1692 -0.0588 0.0161 -0.00389 -0.000787 0.67 
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importance for the prediction of AT,.,, this difference 
was not analysed further. 

The regression parameters for data sets A and B are so 
similar that the effect of the later part of the winter 
nights, when ATc-, has reached a stable value, on the 
model must be regarded as insignificant. Thus only 
data set A (the total data) is used in the subsequent 
discussion. The coefficients (Table 1) show that increases 
in both cloud cover and wind speed decrease the value 
of AT,.,. However, the seasonal variable (S,) shows a pos- 
itive p coefficient, which means that the summer (high 
S,) would exhibit a larger AT,., than the winter. The role 
of the interaction factors is to compensate for the inter- 
play between the variables in the equation. For example, 
an increased wind speed is often associated with an 
increased amount of cloud cover, which results in an 
overestimation of the effect. In the present equations 
(Table 1) this means that large negative values are com- 
pensated for by a positive interaction factor, U, N,. On 
the other hand, an increased value of the variable S,  
(positive coefficient) is linked to a decreased amount 
of cloud cover (negative coefficient). This results in an 
underestimation of the effect, which is then compen- 
sated for by a negative interaction factor, S, N,, 

a) JANUARY-CLEAR 

6. COMPARISION OF THE TWO METHODS FOR 
PREDICTION OF INTRA-URBAN TEMPERATURE 

DIFFERENCES 

Wind speed and amount of cloud cover were found 
to be the most important factors for predicting the 
intra-urban air temperature differences found by point 
measurements in a canyon (SVF = 0.5) and an open 
area (SVF = 1.0). The differences were confined to a 
very narrow wind speed interval. If only AT,., values 
greater than 0.5"C are considered to be of interest, 
these values are found in the interval of 0 to 2 m S-', 

especially during clear conditions. To assess the rea- 
sonableness of the multiple regression analysis, these 
results are compared with the multiple regression 
equations determined using model 2 and data set A 
(Figs. 8 & 9).  From these diagrams, which show the 
results for January and July during clear and cloudy 
conditions, it is evident that the multiple regression 
equations are insufficient for modelling AT,.,. Under 
both clear and cloudy conditions in all seasons, the 
multiple regression equations fail to estimate the high- 
est AT,., found at low wind speeds. During clear 
weather, the equations overestimate AT,., values for 

JULY-CLEAR 

-- :: } MODEL P 
--- 218 

Fig. 8. Compansons of the linear multiple regression equa- 
tions determined using model 2 for data set A with the non- 
linear equahons of the relationship with wind speed. Clear 

conditions; (a) January, (b) July 

b) JULY-CLOUDY 
- 2618, Y = -0.70 + 2.09e-0.30* 

--- - % } MODEL2 
818 

Fig. 9. Comparisons of the linear multiple regression equa- 
tions determined using model 2 for data set A with the non- 
linear equations of the relationship with wind speed. Cloudy 

conditions; (a) January, (b) July 
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wind speeds greater than 1 m S-'. The best correspon- 
dence between the 2 methods is for cloudy conditions 
at  wind speeds higher than 1 m S-'. Thus the equations 
are not sufficiently accurate for modelling AT,-, greater 
than 0.5"C. This effect is, of course, the result of these 
linear equations being based on the total data, which 
includes all weather types and in which clear and calm 
nighttime hours are in the minority. 

In conclusion, the results show that the intra-urban 
air temperature differences recorded in Goteborg can 
be described with a reasonably high level of accuracy 
by using wind speed data from the urban open area 
and the amount of cloud cover from a standard mete- 
orological station. The proposed model, a non-linear 
regression equation, is of importance for architects 
and planners as it describes how different urban geo- 
metries affect the local climate in a city. The model is 
most suitable for the detailed planning level but could 
also be helpful for land use planning on a more general 
survey level, for example the whole city. As a comple- 
ment to local climatological maps the proposed model 
could give important indications, from the point of 
view of comfort, energy economy and the effect of cli- 
mate, for use in locating and adjusting built-up areas. 
As the regression coefficients are only valid for the 
measurement sites presented in this paper, the pro- 
posed model could only be used directly for local plan- 
ning in the city of Goteborg. However, the methodo- 
logy and the general pattern of the model should also 
be valid for other cities, and the results can serve as a 
guide for the degree of intra-urban temperature varia- 
tions found in the centre of a city with a classical Euro- 
pean urban structure. Field measurements made over 
short durations may make the equation applicable for 
sites not specified in this paper. The results, for ex- 
ample the narrow interval in which the wind speed is 
sensitive to changes in AT, may have implications for 
the development of models valid for other regions and 
for the choice of instruments. 
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