Regional characteristics of Arctic temperature variability: comparison of observations with regional climate simulations
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ABSTRACT: Regional-scale interannual variability of the seasonal air temperature and the intra-seasonal extreme temperature range and their seasonality were investigated for the pan-Arctic and also (in more detail) for Russian Arctic land. Daily mean, minimum, and maximum temperatures were obtained from the 'Global Summary of Day' station data set for the period 1958 to 2008 (51 yr) and from the gridded data of the ERA40 reanalysis and regional climate model HIRHAM simulations for the period 1958 to 2001 (44 yr). Because of a high degree of variability in both temperatures and temperature extremes in the analysis period, it was difficult to identify significant trends. The trends in seasonal temperatures were positive overall, but not significant for the western Russian Arctic. A significant warming in the seasonal temperature was confirmed for the eastern Russian Arctic (0.4 to 0.9°C decade\(^{-1}\), depending on the season, in the 51 yr station record). Generally, the trends in the seasonal extreme temperature range were of mixed sign and were not statistically significant for the longer record, except for the negative trend of –0.3°C decade\(^{-1}\) for the eastern Russian Arctic in summer. The interannual variability of both temperature measures in turn showed a pronounced decadal variability and considerable regional and seasonal characteristics. The HIRHAM model reproduced the observed temporal evolution and magnitude of the observed temperature variability reasonably well.
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1. INTRODUCTION

While it is well established that the Arctic is a region that is particularly sensitive to climate change (e.g. Serreze & Francis 2006) the region is nevertheless characterized by a high degree of variability (e.g. in the observed surface air temperature), and this has been particularly so over the 20th century (e.g. Overland et al. 2004, Matthes et al. 2009). Climate models need to reproduce this past and present climate variability so that their results can be used with confidence for 21st century projections.

The spatial patterns of Arctic temperature anomalies do not necessarily always project strongly on the 2 main climate patterns, the Arctic Oscillation and Pacific North America Patterns, and are also associated with feedbacks within the Arctic (Overland et al. 2004). The latter is particularly important for regional-scale variability, but there is a lack of research on this for the Arctic region. Recently, Alexander et al. (2006) provided a comprehensive global analysis of observed changes in climate indices derived from daily temperatures. However, the examined stations were primarily located in North America (most of them on the mainland), Eurasia (only very few of them in the Arctic region), and Australia. Arctic-specific studies include those of Przybylak (2002), who studied 10 stations representing the major Arctic climate regions, and Overland et al. (2004), who analyzed 59 stations covering the pan-Arctic. Due to this poor spatial data coverage
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in the Arctic, all earlier studies do not allow us to assess the considerable regional-scale temperature variability that can be simulated by regional climate models (RCMs). Hence, our approach here was to analyze data from a relatively dense station network over Russian Arctic land, as well as from high-resolution Arctic RCM simulations that provide the opportunity to quantify the regional-scale climate variability. The regional focus of this paper is on the Russian Arctic and has its background in the EU project CARBO-North (www.carbonnorth.net/), which aims at quantifying the carbon budget in northern Russia.

Here we examined the high-resolution spatial and temporal differences in the interannual variability of seasonal temperatures and the range of temperature extremes over the pan-Arctic and in more detail over the Russian Arctic. The objectives were to document the spatial patterns of this variability and to supply information on variability and change in the seasonal temperature and the intra-seasonal range of temperature extremes, based on observations and reanalyses. Another important aspect was to determine how well the RCM HIRHAM reproduces the observed variability, in order to increase our confidence in future projections.

Section 2 describes the observational data sets that we examined, the analysis that we performed, and the HIRHAM simulation. The results for the variability of seasonal temperature and the intra-seasonal range of temperature extremes are discussed in Section 3. Section 4 presents a summary and conclusions.

2. DATA AND SIMULATIONS

2.1. Observational data and analysis

2.1.1. Data sets

The ‘Global Summary of Day’ (GSOD) station data set obtained from the National Climatic Data Center (NCDC) was analyzed for Russian Arctic land. Altogether, daily mean, minimum, and maximum 2 m air temperature data of 644 stations located in the Russian Arctic north of 60° N were compiled for the period 1958 to 2008. The data were separated into 2 parts, GSOD east (324 stations) and GSOD west (320 stations), with stations located east and west of the Urals, respectively (Fig. 1). Using this approach, we were able to perform a regional analysis for the 2 climatologically different regions of the Russian Arctic. GSOD east represents the eastern and central parts of the Russian Arctic, which have a high degree of continentality and are characterized mainly by anticyclones, while GSOD west represents the western Russian Arctic, which is under strong control of North Atlantic cyclones and is influenced by the NAO.

We also analyzed the 4 times daily gridded pan-Arctic 2 m air temperature data set from the European Centre for Medium-Range Weather Forecasts (ECWMF) re-analysis (ERA40; Uppala et al. 2005) for the time period 1958 to 2001. These data are at 1.125° horizontal resolution. For comparison to the station data, the ERA40 data were interpolated on the station locations, using a linear interpolation from the 4 grid points surrounding the station.

2.1.2. Analyzed fields

From the daily mean temperatures, seasonal mean data were calculated. Data of a station were included in the analysis of a season if the station had ≤10 missing values within that season. Times series presented here show a station mean for a specific season, if ≥10% of the stations delivered data for that season. This way, the seasonal mean 2 m air temperature, averaged over 1958 to 2001 (2008) was evaluated.

The interannual temperature variability (ITV) for each season, based on the gridded data, was computed
as the standard deviations (SDs) of the 44 (51) seasonal means, 1 for each year of 1958 to 2001 (2008). To examine the temporal ITV variation within the analyzed time periods, based on the station data, the SDs relative to 11 yr running means were calculated and included in the time series figures (and assigned to the center of the 11 yr windows). SDs were calculated if ≥ 6 of the years within the 11 yr window had data.

The intra-seasonal extreme temperature range (ETR; defined as the hottest daily maximum temperature in the season minus the coldest daily minimum temperature in the season) was also analyzed. ETR is a simple but a useful measure of the extreme temperature variability.

2.1.3. Statistical methods

Basically, 2 methods of data analysis were used to quantify the variability of the temperature by analyzing the measures of ITV and ETR.

(1) Time series for the eastern and western parts of the Russian Arctic (GSOD east and west) were generated in order to evaluate spatially averaged time series for the 2 climatologically different regions. These time series were compiled for all 3 data sources (GSOD, ERA40, HIRHAM). Trends were calculated using a linear regression with the least squares method. To identify the significance of the trends, a bootstrapping approach as described by Kiktev et al. (2003) was applied, and trends were considered significant at the 95% level.

(2) To investigate the spatial variation within the pan-Arctic, the spatial patterns of the analyzed variables were examined using the gridded data of ERA40 and HIRHAM. Here we also discuss inter-period differences. For this, the averages over each of two 22 yr periods (1958 to 1979 and 1980 to 2001) were compared to estimate the changes in the mean spatial patterns. The statistical significance of the difference between the 2 periods was identified by means of a t-test, and significance was defined at the 95% level.

2.2. Model and simulations

The RCM employed in this study was the HIRHAM model (Dethloff et al. 1996), which has been applied in a wide range of Arctic climate studies (e.g. recently by Rinke et al. 2008, 2009). The physical parameterizations in the model were those from ECHAM4 (Roeckner et al. 1996), except that the ECHAM4 land surface scheme was replaced by the more advanced LSM scheme (Saha et al. 2006). For our study, the HIRHAM model was applied on a pan-Arctic domain that covers the area north of ~60°N (Fig. 1), and was configured at a 0.25° (~25 km) horizontal resolution and with 19 vertical levels. At the ocean lower boundary, the model was forced by sea surface temperature and sea ice fraction from ERA40 (updated daily); sea ice thickness was prescribed to 2 m. The sea ice surface temperature was calculated prognostically via a heat balance equation. At its lateral boundaries, HIRHAM was forced by the ERA40 data every 6 h. The simulation was performed over the 44 yr from 1958 to 2001.

For comparison to the station data, the HIRHAM data were interpolated to the station locations. To compare HIRHAM to the ERA40 data, the latter were interpolated onto the HIRHAM grid, and standard error measures like mean bias, root mean square error (RMSE), and pattern correlation coefficient (patcor) were calculated.

3. RESULTS AND DISCUSSION

3.1. Variability and change in seasonal temperature

Both the HIRHAM simulations and the ERA40 data showed considerable agreement in the magnitudes, spatial patterns, and seasonality of the ITV (Table 1, Fig. 2). A strong seasonality in ITV is obvious, as already indicated by earlier studies (e.g. Przybylak 2002, Chapman & Walsh 2007). The strongest variability of 3 to 6°C was found in winter and transition seasons along the sea ice edges due to the high interannual sea ice variability. In addition, the highest ITV (3 to 6°C) was found in winter over the Barents and Kara Seas, central Russian Arctic land, Baffin Bay, and Alaska. All of these regions are characterized by a large year-to-year variable atmospheric circulation, associated with strong cyclonic activity (e.g. Serreze et al. 1993). In contrast, most of eastern Siberia, northern Canada, and the Arctic Ocean are regions domi-

<table>
<thead>
<tr>
<th>Season</th>
<th>SD RMSE</th>
<th>bias</th>
<th>patcor</th>
<th>SD difference RMSE</th>
<th>bias</th>
<th>patcor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>0.37</td>
<td>0.12</td>
<td>0.92</td>
<td>0.32</td>
<td>−0.01</td>
<td>0.77</td>
</tr>
<tr>
<td>Spring</td>
<td>0.26</td>
<td>0.02</td>
<td>0.83</td>
<td>0.33</td>
<td>0.02</td>
<td>0.56</td>
</tr>
<tr>
<td>Summer</td>
<td>0.24</td>
<td>−0.05</td>
<td>0.81</td>
<td>0.22</td>
<td>0.02</td>
<td>0.51</td>
</tr>
<tr>
<td>Autumn</td>
<td>0.27</td>
<td>0.04</td>
<td>0.87</td>
<td>0.26</td>
<td>−0.01</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Table 1. Comparison of seasonal air temperature patterns of the HIRHAM simulation and ERA40 data. Shown are the root mean square error (RMSE, °C), mean bias ‘HIRHAM minus ERA40’ (bias, °C), and pattern correlation coefficient (patcor) for the standard deviation (SD) of 1958 to 2001 and the difference ‘1980–2001 minus 1958–1979’
nated by anticyclonic activity and thus have a more stable climate. Here, the ITV ranged from 1 to 2.5°C. The spatial ITV patterns in spring and autumn were similar to those of winter; however, the ITV magnitudes were lower and ranged from 1 to 3.5°C. ITV was lowest in summer and rarely exceeded 1.5°C because of the generally weak atmospheric circulation. The weakest variability (<0.5°C) was found over sea ice, because melting sea ice constrains the temperature close to the melting point.

HIRHAM generates distinct regional-scale details in ITV due to its 4-fold higher horizontal resolution com-
pared to ERA40. However, the mean spatial ITV patterns of HIRHAM and ERA40 were quite similar (pattern >0.8, RMSE <0.4°C; see Table 1).

To quantify the temporal changes in the spatial ITV patterns, Fig. 3 shows the differences in the seasonal temperature SD between the two 22 yr time periods.

A significant reduction of ITV by 0.5 to 2°C was calculated over the northern North Atlantic (particularly over the Greenland Sea) in all 4 seasons for the recent time period. This is associated with the warming and sea ice retreat, such that these earlier ice-edge areas (high ITV) convert to more open ocean regions (low

Fig. 3. Seasonal patterns (letters above panels: months) of the difference ’1980–2001 minus 1958–1979’ of the standard deviation of 2 m air temperature (°C), based on the HIRHAM simulation (color) and ERA40 data (black isolines; contour interval is 0.3°C; positive [negative] differences are plotted as solid [dashed] isolines). White isolines: significant HIRHAM differences at the 95% level. The corresponding comparative measures are given in Table 1. Magenta lines: coastline.
Fig. 4. Year-to-year variability and trends of seasonal 2 m air temperature at GSOD west (left panels) and GSOD east (right panels) station locations for 1958 to 2008, based on GSOD station data (green), ERA40 data (red), and the HIRHAM simulation (black). The left y-axis is for mean temperature (°C; dots), and the right y-axis is for the interannual variability of temperature (°C; bars). The corresponding slopes of the trends and their significances are given in Table 2; significant trends are plotted as solid lines.
ITV), as seen in the inter-period differences of the sea ice cover (not shown). This ITV reduction is similar to the model projections for future warming scenarios (Rinke & Dethloff 2008). Another prominent feature was the significant increase of ITV by 0.3 to 1.5°C over the Chukchi and East Siberian Seas in the second period in all 4 seasons, particularly in autumn. This is associated with the transformation of these seas from permanently ice-covered (low ITV) in the first period to more frequently ice-free areas characterized by more variable ice coverage (high ITV) in the second period, which is apparent in the inter-period differences of the SD of the ice cover (not shown). Another statistically significant ITV increase appeared over the Kara Sea and north of Svalbard, particularly in winter, associated with the retreating sea ice edges and the increasing trend in the numbers of western Nordic Sea (i.e. Greenland, Iceland and Norwegian Seas) cyclones moving northward (Sorteberg & Kvingedal 2006). Further, Zhang et al. (2004) showed that Arctic cyclone activity (i.e. storms that bring warm, moist air to the Arctic) increased in number and intensity in the second half of the 20th century, especially in summer, which explains the partly significant increase of ITV over the central Arctic in summer shown in Fig. 3. These dynamically caused ITV changes due to the changes in the cyclonic activity were also depicted in the changes in SD of mean sea level pressure (not shown). Generally, the HIRHAM-simulated patterns of ITV inter-period changes agreed reasonably with those of ERA40, but were more similar in winter and autumn (patcor = 0.7 to 0.8) than in the other 2 seasons (patcor = 0.5 to 0.6; Table 1).

Fig. 4 describes the seasonal dependency of temperature and its variability in 2 climatologically different regions of the Russian Arctic in detail. All time series showed a considerable year-to-year temperature variability. The observed maximum limits of variation (difference between the maximum and minimum seasonal mean temperature within the whole 51 yr period) ranged from 5°C in summer to 10°C in winter. These seasonal limits of variation had the same magnitude in GSOD east and west. Both HIRHAM and ERA40 reproduced this variation in all 4 seasons and in both GSOD east and west well, although HIRHAM systematically underestimated the observed absolute temperature values in summer by about 1°C. The green bars in Fig. 4, which indicate the observed SDs relative to the 11 yr running means, clearly display the temporal variation of ITV within the complete time series. A distinct decadal-scale variability is obvious in all plots, although its characteristics vary with region and season. For both GSOD east and west, the ITV decreased in summertime beginning in the mid-1990s, while in the other seasons, no significant ITV trend in the last decade was visible. For GSOD east, the ITV in spring showed a clear minimum, with values of about 0.5°C in the 1970s to 1980s, which is not visible in GSOD west. Further, it must be emphasized that HIRHAM’s decadal variation of ITV (black bars in Fig. 4, up to 2001) agreed well with the observed variation.

Table 2 shows the seasonal trends for different time periods, highlighting the general Arctic warming trend since the 1970s, as recently shown by Chylek et al. (2009). However, it is also obvious that the observed trends over the full 51 yr were not statistically significant for any of the seasons in GSOD west. This corroborates the findings of Jones & Moberg (2003), who did not identify any significant trends over western Russia. In contrast, for GSOD east, the observed trends were significant and ranged from 0.4°C decade⁻¹ in autumn to 0.9°C decade⁻¹ in spring. No significant trend was found in winter. Further, the observed trends for both GSOD east and west were significantly positive (ca. 1.3°C decade⁻¹) in spring and summer over the second time period 1980 to 2001.

Table 2. Seasonal trends of air temperature (°C decade⁻¹). The values are for station-based (GSOD) and ERA40 data, and for the HIRHAM simulation. *p < 0.05

<table>
<thead>
<tr>
<th></th>
<th>GSOD west</th>
<th>GSOD east</th>
<th>HIRHAM</th>
<th>GSOD west</th>
<th>GSOD east</th>
<th>HIRHAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GSOD</td>
<td>ERA40</td>
<td>HIRHAM</td>
<td>GSOD</td>
<td>ERA40</td>
<td>HIRHAM</td>
</tr>
<tr>
<td>Winter</td>
<td>0.04</td>
<td>0.30</td>
<td></td>
<td>0.39</td>
<td>0.40</td>
<td>0.38</td>
</tr>
<tr>
<td>Spring</td>
<td>0.31</td>
<td>0.86*</td>
<td></td>
<td>0.75*</td>
<td>0.69*</td>
<td>0.74*</td>
</tr>
<tr>
<td>Summer</td>
<td>0.24</td>
<td>0.66*</td>
<td></td>
<td>0.52*</td>
<td>0.48*</td>
<td>0.45*</td>
</tr>
<tr>
<td>Autumn</td>
<td>0.09</td>
<td>0.37*</td>
<td></td>
<td>0.21</td>
<td>0.26</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.27</td>
<td>0.27</td>
<td>0.26</td>
<td>0.39</td>
<td>0.40</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>0.13</td>
<td>0.12</td>
<td>0.08</td>
<td>0.75*</td>
<td>0.69*</td>
<td>0.74*</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.05</td>
<td>–0.13</td>
<td>0.52*</td>
<td>0.48*</td>
<td>0.45*</td>
</tr>
<tr>
<td></td>
<td>–0.16</td>
<td>–0.14</td>
<td>–0.24</td>
<td>0.21</td>
<td>0.26</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.66</td>
<td>0.68</td>
<td>0.70</td>
<td>0.02</td>
<td>0.14</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.58</td>
<td>0.60</td>
<td>0.49</td>
<td>0.95*</td>
<td>0.99*</td>
<td>1.00*</td>
</tr>
<tr>
<td></td>
<td>0.66*</td>
<td>0.67*</td>
<td>0.54*</td>
<td>0.74*</td>
<td>0.73*</td>
<td>0.88*</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.09</td>
<td>0.04</td>
<td>0.28</td>
<td>0.29</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.65</td>
<td>0.62</td>
<td>–1.30</td>
<td>–1.30</td>
<td>–1.37</td>
</tr>
<tr>
<td></td>
<td>1.38*</td>
<td>1.44*</td>
<td>1.06*</td>
<td>1.38*</td>
<td>1.57*</td>
<td>1.30*</td>
</tr>
<tr>
<td></td>
<td>1.35*</td>
<td>1.37*</td>
<td>1.28*</td>
<td>1.27*</td>
<td>1.29*</td>
<td>1.57*</td>
</tr>
<tr>
<td></td>
<td>0.32</td>
<td>0.32</td>
<td>0.30</td>
<td>0.21</td>
<td>0.24</td>
<td>0.28</td>
</tr>
</tbody>
</table>
3.2. Variability of the intra-seasonal ETR and its change

The intra-seasonal ETR is a useful measure of the temperature range for each season (Frich et al. 2002, Alexander et al. 2006). The mean ETR patterns across the Arctic are shown in Fig. 5. The highest magnitudes of ETR (40 to 60°C) are found over land in the transition seasons, and the lowest ETR (2 to 10°C) occurs over open oceans and melting summer sea ice. Siberia and Alaska, with a more continental climate, are characterized by a large seasonal variation of ETR, as opposed to
The ETR patterns have undergone important seasonal changes with time (Fig. 6). The figure illustrates the ETR changes within the second half of the 20th century by comparing the two 22 yr time periods 1980 to 2001 versus 1958 to 1979. Note that the sign of the ETR inter-period difference is not directly indicative of a warming or cooling. We found a statistically significant decrease in the ETR by 2 to 7°C in the second period over the northern North Atlantic (Greenland Sea, Fram Strait, Kara Sea) in winter and the transition seasons. These are the same regions characterized by a decreased ITV associated with their conversion from intermittent ice-covered areas in the former period towards more ice-free areas in the latter period. Over the ice-free ocean, the minimum temperature cannot be lower than ca. –1.8°C (otherwise the water would freeze); therefore the ETR is small, while over the ice-covered ocean where ice isolates the air from the warmer water, the minimum temperature can be far lower, resulting in a larger ETR.

Another striking and statistically significant change is the decrease of ETR by 2 to 5°C over the East Siberian Sea and land in winter. While this decrease over land follows the decrease in ITV, the ETR decrease over the ocean is associated with an increase in ITV. The latter expresses the change towards a broader temperature distribution. In contrast, a significant ETR increase by 1 to 4°C was calculated by HIRHAM over the central Arctic Ocean in summer. ERA40 showed this increase in ETR as well, but it was much less pronounced (only 1 to 2°C) and mostly not significant. As the maximum temperature in summer is constrained by melting ice, this ETR increase in the second period is associated with decreasing minimum temperature at the end of the summer due to an earlier cooling. This is supported by the negative trend and inter-period difference in the minimum temperature over the Arctic Ocean in summer (not shown).

Over land, we found both a decrease and an increase in the ETR, depending on the season and region. A pronounced and significant increase by 2 to 4°C was calculated over the east Russian Arctic in winter, while a decrease was detected in the western part of the Russian Arctic, Alaska, and the Canadian archipelago. The high-resolution HIRHAM simulation revealed that changes in ETR are influenced by regional properties, such as altitude and distance from the coast. Considering annual values, climate change studies have found that the intra-annual ETR decrease over Arctic land in future climate projections occurs because changes in minimum temperature are larger than those in maximum temperature (e.g. Uchiyama et al. 2006).

The comparative measures in Table 3 show that the seasonal patterns of the inter-period ETR changes were similar in HIRHAM and ERA40; the pattern correlation was high (patcor = 0.6 to 0.7). The exception is summer, where ERA40 disagreed with the prevailing increase of ETR over the Arctic Ocean calculated by HIRHAM, such that the correlation between both was only 0.4.

The regional analysis of ETR over Russian Arctic land (Fig. 7) also shows inconsistently observed changes as already seen in the spatial patterns. The observed ETR time series show both a decrease and an increase, depending on season and region, and most of the trends are small in magnitude and not statistically significant. The only significant ETR trend over the 51 yr record was calculated as a decline of –0.3°C decade⁻¹ for GSOD east in summer (Table 4). This decrease is again not due to a general shift in the temperature distribution. A significant increase in daily minimum (maximum) temperature by 0.5°C (0.6°C) decade⁻¹ was found for GSOD east in summer over 1958 to 2008; hence if the change in ETR was due to the shift in the mean minimum and maximum temperature, it would have to increase. Rather, the decrease in ETR is caused by less extreme ends of the tempera-

Table 3. Comparison of intra-seasonal extreme temperature range (ETR) patterns of the HIRHAM simulation and ERA40 data. Shown are the root mean square error (RMSE, °C), mean bias ‘HIRHAM minus ERA40’ (bias, °C), and pattern correlation coefficient (patcor) for the seasonal mean and standard deviation (SD) of 1958 to 2001 and the difference ‘1980–2001 minus 1958–1979’.

<table>
<thead>
<tr>
<th>Seasonal mean</th>
<th>Difference of seasonal mean</th>
<th>Seasonal SD</th>
<th>Difference of SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>bias</td>
<td>patcor</td>
</tr>
<tr>
<td>Winter</td>
<td>4.51</td>
<td>0.07</td>
<td>0.83</td>
</tr>
<tr>
<td>Spring</td>
<td>4.64</td>
<td>0.14</td>
<td>0.92</td>
</tr>
<tr>
<td>Summer</td>
<td>4.21</td>
<td>0.68</td>
<td>0.91</td>
</tr>
<tr>
<td>Autumn</td>
<td>4.25</td>
<td>0.78</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Rinke et al.: Regional characteristics of Arctic temperature variability
ture distribution. Furthermore, the station observations, ERA40, and HIRHAM agreed for GSOD east in spring on a strong positive ETR trend of ca. 2°C decade\(^{-1}\) in the last 22 yr (1980 to 2001). This is in agreement with findings of an earlier spring snow melt in recent decades and thus increased heating and warmer spring temperature (e.g. Euskirchen et al. 2007). Another interesting pattern appeared for GSOD west in autumn. This was the only case where positive ETR trends were dominant in all time slices, and where
Fig. 7. Year-to-year variability and trends of intra-seasonal extreme temperature range (ETR) at GSOD west (left panel) and GSOD east (right panel) station locations for 1958 to 2008, based on GSOD station data (green), ERA40 data (red), and the HIRHAM simulation (black). The left y-axis is for the ETR mean (°C; dots), and the right y-axis is for the interannual variability of ETR (°C; bars). The corresponding slopes of the trends and their significances are given in Table 4; significant trends are plotted as solid lines.
the trend magnitude increased towards recent years (0.8°C decade⁻¹ in 1958 to 2001; 2.6°C decade⁻¹ in 1980 to 2001). The station observations, ERA40, and HIRHAM agreed on this behavior, which can be attributed to warmer September temperatures, which also prolong the growing season. At the beginning of the season, high daily maximum temperatures similar to those expected during summer are more often recorded in recent times; however, by the end of the season, the daily minimum temperatures decrease to winter levels as usual, causing an increased ETR with time. This is in agreement with findings that the near-surface warming in autumn has increased over time, associated with strong upward heat fluxes to the atmosphere from anomalous areas of open water (Ogi & Wallace 2007, Barrett & Serreze 2008) as well as with the finding of later autumn Arctic Ocean freeze-up (Martin & Munoz 1997).

The ETR also showed a pronounced interannual variability with a distinct seasonality (Fig. 8). A maximum interannual ETR variability of 4 to 7°C was found (1) over land in winter and the transition seasons due to strong interannual variability affecting the year-to-year hottest/coldest daily temperatures and (2) along the sea ice edges in winter and the transition seasons due to strong year-to-year variability of daily maximum temperatures due to alternate exposure of those regions to open water or ice. A minimum ETR variability of 0.5 to 2°C occurred (1) over land in summer associated with the low interdiurnal temperature variability and its low year-to-year changes, (2) generally over open oceans due to the moderate year-to-year near-surface temperature changes, and (3) over melting sea ice due to the confinement of temperatures to the melting point. Over the Arctic Ocean in winter, the interannual ETR variability was as high as over land (4 to 6°C), while in all other seasons, this ocean variability was ca. 2.5°C lower than over land. This is due to the fact that the minimum and maximum temperatures over sea ice in winter are not restricted by melting sea ice as in the other seasons. HIRHAM reproduced the spatial patterns and seasonality given by ERA40 in all seasons, and clearly, HIRHAM added regional-scale details particularly over mountainous regions due to its higher spatial resolution. The comparative measures in Table 3 demonstrate the similarity of the ERA40 and HIRHAM patterns; the pattern correlation was high (e.g. patcor > 0.8 in spring and autumn) and the mean biases were small (e.g. RMSE < 0.8°C).

The regional time series of the ETR (Fig. 7) also highlight its large interannual variability, and the regional differences become more obvious. The observed maximum limits of variation of ETR (difference between the maximum and minimum ETR within the whole 51 yr period) in winter, and the transition seasons in GSOD west, were about 2 times larger than in GSOD east. Both in GSOD west and east, this variation had its maximum in the transition seasons (25°C in the west, and 12°C in the east). The magnitude of ETR during summer was equally small for both GSOD west and east (on average on the order of 30°C) and had small maximum limits of variation of only about 5.5°C. Fig. 7 further demonstrates that the HIRHAM-calculated SDs of ETR (green bars in the figure) are in agreement with those derived from the station data (black bars), indicating that the interannual ETR variability and its temporal changes are well captured by the model. A strong decadal-scale variability in the ETR SD is shown. However, both HIRHAM and ERA40 systematically underestimated the observed absolute ETR values in all seasons. This may partly be explained by a general overestimation of the mean minimum temperatures in winter and spring and underestimation of the mean maximum temperature in summer and autumn (not shown).
Accordingly, changes in the ETR interannual variability are expected if one considers the inter-period differences (Figs. 9 & 10). The figures point to strong regional as well as seasonally different changes. The inter-period change in ETR variability showed substantial spatial differences across the pan-Arctic. It showed both a decrease and increase, depending on the region and season, which reflects the different changes in the variability of daily maximum/minimum temperature. The significant decrease in the ETR variability along
the sea ice edges in winter and the transition seasons agrees with the transition of these regions to more open water in the second period. Table 3 quantifies the moderate agreement between ERA40 and HIRHAM.

Measures other than the ETR that can represent the amplitude of the intraseasonal variability focus on the tails of the distribution, for instance the 95 to 5% quantile range within a season. We calculated the seasonal spatial patterns of this quantile range of 2 m air temperature and confirm that the ETR results presented here are representative of the intraseasonal variability and its change.

Fig. 9. Seasonal patterns (letters above panels: months) of the difference '1980–2001 minus 1958–1979' of the standard deviation of the intra-seasonal extreme temperature range (°C), based on the HIRHAM simulation. White isolines: significant differences at the 95% level. Black lines: coastline.
4. SUMMARY AND CONCLUSIONS

Not unexpectedly, we found some differences in the temperature magnitudes between station data and the gridded data of ERA40 and HIRHAM, as the models do not fully represent the topography and local effects that influence the station data. The primary disagreements appeared to be associated with the coastal resolution and the spatial averaging inherent in grid-cell means, wherein the ERA40 data have a 4-fold coarser resolution than the HIRHAM simulations. Obviously, the reanalyses have the advantage that they assimilate...
many in situ measurements and satellite products. However, some discrepancies between ERA40 and station observations, particularly in the extreme temperature range, are emphasized in the paper.

However, the general shape and magnitude of the Arctic temperature variability and change, both of seasonal temperature and intra-seasonal ETR, were well reproduced by both the models and the reanalysis. This general agreement suggests that the HIRHAM can be used to extend the analysis to 21st century projections to assess possible changes in temperature variability in future decades. Another implication is that the model output is useful for climate impact studies, e.g. to drive sea ice, permafrost, and ecosystem models.

Most trends in the observed seasonal temperature and intra-seasonal ETR were not statistically significant. The trends in seasonal temperatures were positive everywhere, but only significant for GSOD east (0.4 to 1.4°C decade⁻¹, depending on season and time slice), while the ETR trends were of mixed sign and were also only significant for GSOD east (2°C decade⁻¹ in spring for 1980 to 2001, –0.3°C decade⁻¹ in summer for 1958 to 2008). The large variability of the Arctic temperature and its extremes, which is inherent in the analysis period, demonstrates that natural variability is an important factor in the Arctic climate. The interannual variability of both temperature measures in turn shows a pronounced decadal variability and considerable regional and seasonal differences.
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