ELPIS: a dataset of local-scale daily climate scenarios for Europe
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ABSTRACT: We developed a dataset of local-scale daily climate scenarios for Europe, called ELPIS. This dataset is based on 25 km grids of interpolated daily precipitation, minimum and maximum temperatures and radiation from the European Crop Growth Monitoring System (CGMS) meteorological dataset and climate predictions from the multi-model ensemble of 15 global climate models that were used in the IPCC 4th Assessment Report. The site parameters for the distributions of climatic variables have been estimated by the LARS-WG weather generator for nearly 12,000 grids for the period 1982–2008. Using changes in climate predicted by global climate models, we perturbed site parameters for the baseline climate to generate local-scale daily climate scenarios for the future under several emission scenarios. The ability of LARS-WG to reproduce daily weather for the period 1982–2008 was assessed using statistical tests. This prototype dataset was designed for use in conjunction with process-based impact models (e.g. crop simulation models) for the assessment of climate change impacts in Europe. A climate scenario generated by LARS-WG for a grid represents daily weather at a typical site from this grid that is used for agricultural production. This makes it different from the recently developed 25 km gridded dataset for Europe (E-OBS), which gives the best estimate of grid box averages to enable direct comparison with regional climate models.
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1. INTRODUCTION

With the advent of climate predictions in the form of multi-model ensembles that are constructed by running several global or regional climate models for a common set of experiments, studies on impact assessment of climate change have the potential to predict not only the magnitude of the impact, but also the uncertainty of predictions. The uncertainty in climate projections in a multi-model ensemble is the result of structural differences between individual climate models as well as variations in initial conditions or model parameterisations (Semenov & Stratonovitch 2010).

The direct use of climate predictions from the IPCC Assessment Report 4 (AR4) multi-model ensemble for impact assessments could be problematic because Global Climate Model (GCM) predictions are typically available as monthly means or changes in monthly means of climatic variables on a coarse spatial resolution. However, process-based impact models require daily weather time series as one of their main inputs (Lawless & Semenov 2005, Willis et al. 2006, Semenov 2008a). Even when daily output is available from GCMs, a large uncertainty in the output at a daily scale, particularly for precipitation, means that it is not appropriate for direct use with impact models and analyses of extreme events (Semenov 2007). Output from GCMs requires application of various downscaling techniques (Barrow et al. 1996, Bardossy 1997, Wilby et al. 1998, Mearns et al. 1999, Murphy 1999, Salon et al. 2008). One of the downscaling techniques to create local-scale daily climate scenarios makes use of a stochastic weather generator (Wilks 1992, Barrow & Semenov 1995, Wilks & Wilby 1999, Semenov 2007).
In a recent paper Semenov & Stratonovitch (2010) describe the LARS-WG weather generator, which incorporates climate predictions from the multi-model ensemble used in the IPCC AR4 (Solomon et al. 2007). To generate local-scale daily scenarios for the future, LARS-WG perturbs site-specific distributions of climate variables for the ‘baseline’ period by applying changes in climate predicted by the GCMs from the AR4 multi-model ensemble. However, before one can generate a future climate scenario at a site, the ‘baseline’ site parameters for the distributions of climatic variables need to be estimated using 20–30 yr of observed daily weather. This step can be made redundant if site parameters have already been estimated and are available for the region of interest.

The aims of this paper are to (a) estimate the LARS-WG site parameters across Europe by utilising the daily weather for the period 1982–2008 at a 25 km grid available from the Crop Growth Monitoring System (CGMS) meteorological dataset, and (b) assess the performance of LARS-WG at all CGMS grids. As a result of this project, a dataset of the LARS-WG site parameters for nearly 12,000 grids across Europe has been created (see Fig. 1). Using a dataset of site parameters, like the one prototyped, combined with climate predictions from the AR4 multi-model ensembles, local-scale daily climate scenarios can be generated by LARS-WG for a suite of climatic variables and used in impact assessments across Europe. We have named this combined dataset ELPIS.

High-resolution gridded datasets of daily climatic variables have been constructed in the past for Europe (Frei & Schar 1998, Haylock et al. 2008). Recently, the 25 km gridded dataset for Europe (E-OBS) was constructed as part of the EU-FW6 ENSEMBLES project (Haylock et al. 2008). This dataset consists of daily data for precipitation and minimum, maximum and mean surface temperatures for the period 1950–2006, which was spatially interpolated from observed site weather available through the European Climate Assessment and Data dataset (ECA&D; http://eca.knmi.nl/) (Klok & Tank 2009). E-OBS improves on the spatial resolution and extent, time period and number of contributing stations of the previous datasets. However, E-OBS does not provide observed or estimated daily global radiation, which are required (e.g. by crop simulation models) for prediction of crop growth and are used in the assessment of the impact of climate change on crop production in Europe. Moreover, the primary goal of constructing the E-OBS gridded dataset was to use gridded data for validation of Regional Climate Models (RCMs). A comparison between model output and interpolated gridded data assumes that the observations and the model represent processes at the same spatial scale. Regional climate models represent area-averaged rather than site processes. Therefore, each grid value in E-OBS is an estimate that is averaged over the grid square.

The rationale behind the interpolation procedure in the CGMS meteorological dataset was to create daily weather that is representative for a typical site from a grid, which could be used for assessment of agricultural risk based on crop simulation models. The CGMS meteorological dataset includes a suite of climatic variables: precipitation, minimum and maximum temperatures, radiation, wind speed, minimum and maximum air relative humidity that are required on a daily scale by crop simulation models. Table 1 shows the number of sites for each climatic variable that are available from CGMS and ECA&D datasets. Fig. 1 shows the locations of sites with observed daily weather that were used for spatial interpolation at 25 km grids across Europe along with the grid-masks for the CGMS and the E-OBS gridded datasets.

2. THE CGMS METEOROLOGICAL DATASET

The CGMS was developed within the framework of the MARS project (Monitoring of Agriculture by Remote Sensing), which was established following a decision of the Council of Ministers of the European Commission (EC) in 1988. CGMS is used at the Joint Research Centre (JRC) of the EC to predict yields of major agricultural crops in the European Union (EU) for the EC’s Directorate General for Agriculture and the European Statistical Office (EUROSTAT). With the expansion of the EU, CGMS now covers all of the 27 Member States, and also includes Belarus, Ukraine, Moldova, Turkey, western Russia and parts of northern Africa (Fig. 1C).

CGMS is built around 3 models: WOFOST and LINGRA, developed by the DLO-Winand Staring Centre and the Research Institute for Agrobiology and Soil Fertility, respectively, both located in Wageningen.

Table 1. Number of sites in the Crop Growth Monitoring System (CGMS, 1982–2008) and the European Climate Assessment and Data (ECA&D, 1950–2006) datasets where climatic variables were observed at least for part of the reference period. Data in parentheses are percentages of ECA&D sites that are publicly available. Variables which were spatially interpolated to 25 km grids in each dataset are marked with *
The Netherlands; and WARM, jointly developed by the Department of Crop Production, University of Milan, Italy, and the JRC, MARS Unit. WOFOST is a crop simulation model that is used to predict growth of a number of agricultural crops by using different sets of parameters that are calibrated for individual crops (van Diepen et al. 1989). The LINGRA (LINTUL GRAssland) model was developed to predict growth of perennial rye grass (Schapendonk et al. 1998, Rodriguez et al. 1999). WARM (Water Accounting Rice Model) is a model for simulating rice growth, which accounts for biotic and abiotic stresses (Confalonieri et al. 2009, 2010).

Daily weather data, which are required by crop simulation models as a major model input, were collected from about 3000 sites in Europe (see Table 1 and Fig. 1) for CGMS. This site-specific daily weather data was interpolated to the 25 km grid level. Interpolated gridded daily values represent values that could be considered as typical for the part of the grid that is used for agricultural production. Hence, each weather data series represents neither the daily weather at the grid

---

Fig. 1. Sites (dots) with observed daily weather that were used for spatial interpolation to 25 km grids from (A) the Crop Growth Monitoring System (CGMS) and (B) the European Climate Assessment and Data (ECA&D) datasets, and grid-masks (hatching) of interpolated daily weather for (C) the CGMS dataset and (D) the E-OBS dataset.
centre nor area-average grid values. The following is a brief description of interpolation procedures that were used to develop the CGMS meteorological dataset (van der Goot 1997). The dataset is periodically reprocessed, adding time series and running updated data quality evaluation procedures.

### 2.1. Observed weather data

Daily precipitation and temperature records are usually available for most sites used in CGMS. Some of the meteorological variables needed for a crop simulation model (e.g. radiation) are often missing and, therefore, have to be estimated.

When daily radiation data is missing, but measurements of daily sunshine duration are available, CGMS uses the Ångström-Prescott equation to estimate daily radiation (Ångström 1924, Prescott 1940):

$$ R = R_0(a + b \frac{S}{D}) $$

where $R$ is the daily global radiation (MJ m$^{-2}$ d$^{-1}$), $R_0$ is the daily extraterrestrial radiation (MJ m$^{-2}$ d$^{-1}$), $S$ is the daily sunshine duration (h), $D$ is the astronomical daylength (h), and $a$ and $b$ are empirical constants.

When both daily radiation and daily sunshine duration are missing, CGMS estimates daily radiation from the daily extraterrestrial radiation (MJ m$^{-2}$ d$^{-1}$), and the difference between the maximum and the minimum temperatures using the following equation (Har-greaves et al. 1983):

$$ R = R_0a \sqrt{(T_{\text{max}} - T_{\text{min}}) + c} $$

where $T_{\text{max}}$ and $T_{\text{min}}$ are the daily maximum and minimum temperatures ($^\circ$C), and $a$ and $c$ are empirical constants.

When daily cloud cover is also available, CGMS uses the following equation for daily radiation (Supit & van Kappel 1998):

$$ R = R_0a \sqrt{(T_{\text{max}} - T_{\text{min}}) + b \sqrt{(1 - 0.125W)} + c} $$

where $W$ is the mean of the total cloud cover (octa), and $a$, $b$ and $c$ are empirical constants.

Supit & van Kappel (1998) estimated empirical constants for the above equations for 256 reference sites where observed daily radiation was available. The sets of empirical constants were spatially interpolated across Europe by a simple distance-weighted average algorithm using reference sites.

### 2.2. Interpolation methodology

The first step of the interpolation procedure from the site to the grid level is the selection of the sites that represent meteorological conditions for a grid. The second step is the interpolation of the climatic variables for a grid using selected sites (van der Goot 1997).

To establish the suitability of a site for interpolation, a site score that reflects the similarity between that site and the grid centre is calculated. This score takes into account the following characteristics: (a) distance to the grid centre, (b) difference in altitude, (c) difference in distance to the coast, and (d) separation by a climatic barrier. The score ($SR_{\text{site}}$) is calculated as follows (van der Goot 1997):

$$ SR_{\text{site}} = D + w_{\text{alt}} \Delta_{\text{alt}} + \Delta_{\text{coast}} + \Delta_{\text{barrier}} $$

where $D$ is the distance between the weather station and the grid centre (km); $\Delta_{\text{alt}}$ is an absolute difference in altitude (m); $w_{\text{alt}}$ is a weighting factor (km m$^{-1}$); $\Delta_{\text{coast}}$ is an absolute difference in corrected distance to the coast (km); $\Delta_{\text{barrier}}$ is the climate barrier increment (km). The climate barrier increment is set to 1000 when the station and the grid centre are separated by a climate barrier; otherwise it is set to 0. The more similar a site is to the grid centre, the lower the score.

The second step is interpolation of the climatic variables. In the current implementation of CGMS, precipitation data is not interpolated. The precipitation for a grid is taken from the site with the lowest score.

Daily temperature and radiation are interpolated using data from a set of sites (up to 4 sites). To determine which stations and how many stations to use, a set score is calculated as follows (van der Goot 1997):

$$ SR_{\text{set}} = \text{mean}_{(\text{site set})}(SR_{\text{site}}) + D_{\text{cg}} + F_{\text{site set}} \min_{(\text{site set})}(SR_{\text{site}}) $$

where $D_{\text{cg}}$ is the distance between the grid centre and the centre of gravity of the set of sites (km); $F_{\text{site}}$ is a factor based on the number of stations in the set (it is 0 for 3 or 4 sites in the set, 0.2 for 2 sites, and 0.5 for a set consisting of a single site). Calculation of the set score is carried out for all combinations of up to 4 sites, which are taken from the 7 sites with the smallest site score.

Once the set of sites with the smallest set score has been selected for interpolation, daily minimum and maximum temperatures and daily radiation are simply averaged. For temperature, the result of the averaging is corrected for the difference in altitude between the centre of gravity of the set and the grid centre.

### 3. ELPIS DATASET OF CLIMATE SCENARIOS

The ELPIS dataset consists of a set of site parameters for the LARS-WG weather generator calculated for approx. 12 000 twenty-five km grids from the CGMS meteorological dataset, combined with climate predic-
tions from the AR4 multi-model ensemble of global climate models. For each grid, which contains 27 yr of daily weather for the period 1982–2009, the LARS-WG weather generator was used to calculate site parameters for the distributions of 4 climatic variables: daily precipitation, maximum and minimum temperatures, and radiation. These site parameters (called the baseline) can be used by LARS-WG to generate synthetic local-scale daily weather time series of arbitrary length, which would be statistically similar to CGMS observed weather data for the reference period 1982–2009. When site parameters are combined with predictions from a global or regional climate model, future climate scenarios can be generated by LARS-WG. Predicted changes in mean and variability of climate, which can be derived from a climate model, are used to perturb site parameters for the baseline climate. This section assesses the performance of LARS-WG for the CGMS European dataset by comparing simulated and CGMS daily weather time series for each grid using several statistical tests, including the nonparametric Kolmogorov-Smirnov (K-S) test to compare probability distributions, and the t-test to compare means of climatic variables. In the last part of this section, the multi-model ensemble of climate predictions from 15 global climate models used in the IPCC AR4, which has been incorporated into LARS-WG, is briefly described (Semenov & Stratonovitch 2010).

### 3.1. LARS-WG weather generator

LARS-WG is a stochastic weather generator based on the series approach (Racsko et al. 1991). A detailed description of the new version 5 is given by Semenov & Stratonovitch (2010). LARS-WG produces daily time series of maximum and minimum temperatures, precipitation and solar radiation. It uses observed daily weather for a given site to compute a set of parameters for probability distributions of weather variables as well as correlations between them. It also uses flexible semi-empirical distributions to model climatic variables that have proven to be adequate for the simulation of daily weather across diverse climates and was able to reproduce extreme weather events (Semenov 2008b). By perturbing parameters of these distributions for a site using changes predicted from a global or regional climate model, local-scale daily climate scenarios can be generated for a site and used as input to a process-based model for impact assessments. LARS-WG has been tested across diverse climates and has demonstrated good performance in reproducing various weather statistics (Semenov et al. 1998, Semenov 2008b). It is available at www.rothamsted.bbsrc.ac.uk/mas-models/larswg.php.

### 3.2. Performance of LARS-WG for the CGMS meteorological dataset

We used 2 statistical tests to compare observed and simulated weather data. To compare the distributions of climatic variables, we used the 2-sample K-S test, which is a nonparametric test of equality of 1-dimensional probability distributions across 2 data samples. The K-S statistic quantifies the distance between the empirical cumulative distribution functions of the 2 samples. The null hypothesis is that the samples are drawn from the same continuous probability distribution. There are no restrictions on the shape of the distributions. The 2-sample K-S test is one of the most useful and general nonparametric methods for comparing 2 samples because it is sensitive to differences in both location and shape of the empirical cumulative distribution functions of the 2 samples. However, this generality comes at some cost and other tests (e.g. the Student's t-test) may be more sensitive if the data meet the assumptions underlying the test.

The second test we used was the Student’s t-test, which compares the means of 2 normally distributed samples. The t-test is known to be robust since it continues to work well even when samples are not normally distributed. In fact, the Central Limit Theorem shows that the t-test can be applied to non-normal datasets if the samples are sufficiently large (Press et al. 2002). This is important because users of statistical tests often do not know if their dataset meets the criteria intended by the creator of the test. We used implementations of these 2 statistical tests as described in Press et al. (2002).

For each of nearly 12 000 grids from the CGMS meteorological dataset, we performed statistical tests to compare the seasonal (DJF, MAM, JJA, SON) distributions of the dry and wet series (4 tests for each type of series, dry or wet), daily precipitation, maximum and minimum temperatures and radiation for each month (12 tests for each variable), and the monthly means of daily precipitation, maximum and minimum temperatures and radiation (12 tests for each variable). We used the K-S test to compare distributions and t-test to compare means. The significance level was set to \( \alpha = 0.01 \).

For each grid, we counted the number of significant results for statistical tests in each group at the \( \alpha = 0.01 \) significance level. In traditional statistical hypothesis testing, \( \alpha \) is the probability that the test will give a significant result when the null hypothesis is true, i.e. the means of 2 distributions are equal. If the observed p-value is smaller than the significance level, then the null hypothesis is rejected. Therefore, even when the null hypothesis is in fact true, we can reject it with the probability \( \alpha = 0.01 \) (the so-called ‘false positive’ or
Type I error). In Fig. 2, we plotted the proportion of grids that showed significant results for exactly \( k \) statistical tests as a function of \( k \). For the seasonal distribution of the wet and dry series, the proportion of grids with exactly one significant result for the K-S test was 0.048 for the wet series and 0.0079 for the dry series (Fig. 2A). Considering that 4 tests were performed for each grid to compare wet or dry series, the proportion of significant results per test performed was 0.012 for the wet series and 0.002 for the dry series. This agrees with the expected number of "false positives" for testing the null hypothesis that both samples came from the same distribution. Similar conclusions can be obtained for testing the distribution of daily precipitation for individual months and for monthly mean precipitation (Fig. 2B), and for the monthly means of maximum and minimum temperatures (Fig. 2C). However, for monthly means of daily radiation, the proportion of significant results was higher than that expected by chance, at 0.021 (Fig. 1D). This needs to be investigated further, as it suggests that the observed distribution is not successfully reproduced in the simulation. There were no significant results when comparing the distributions of daily minimum or maximum temperatures, or daily radiation using the K-S test.

In Fig. 3, we presented the grids that have 1, 2, 3 or 4 significant test results for selected climatic variables. There are very few grids with >1 significant result for the K-S test for seasonal distributions of the dry and wet series (Fig. 3A). These grids are located in southern Europe and North Africa, where the climate is characterised by very long dry periods. In Fig. 4A, the observed and simulated mean length of the dry or wet series for individual months are presented for 3 grids (24106, Tunisia; 47164, Greece; and 47071, Spain) which had 2 or more significant test results for the K-S tests of the seasonal distributions of the dry and wet series. Even for these grids, the mean length of the dry and wet series are reproduced relatively accurately. For example, the observed mean length of the dry series starting in June in Tunisia exceeded 100 d, whereas the simulated value was 90 d (Fig. 4A).

Monthly precipitation means were simulated very well across the whole dataset. The results of the \( t \)-test are presented in Fig. 3C. Distributions of daily precipitation for each month were compared using the K-S test (Fig. 3B). There were grids in southern Europe where test results were significant for 2 or 3 mo (Greece, Algeria, Turkey) and even 4 mo (Israel) out of 12. In Fig. 4B, the observed vs. simulated monthly mean precipitation are presented for 3 grids (24100, Algeria; 42204, Israel; and 42156, Greece). The \( t \)-tests showed differences in means for summer months with very low precipitation (1 to 3 mm mo\(^{-1}\)). LARS-WG slightly overestimated these low summer precipitation values, which resulted in significant test statistics. However, this difference in means would have very little effect when used, e.g. in conjunction with a crop simulation model (Semenov et al. 1993, Semenov et al. 1996).
Fig. 3. Results of (A) the K-S test for the seasonal distributions of the dry and wet series (8 tests), (B) the K-S test for the distributions of daily precipitation (12 tests), (C) the $t$-test for monthly means of daily precipitation (12 tests), (D) the $t$-test for monthly means of maximum and minimum temperatures (24 tests), and (E) the $t$-test for monthly means of radiation (12 tests). Open gray squares show grids with exactly 1 significant test result at the 0.01 significance level, green with exactly 2, yellow with exactly 3, and red with exactly 4 significant test results.
There were no significant results for the K-S test of distributions of daily maximum or minimum temperature or daily radiation for individual months for all grids. However, when the monthly means of the maximum or minimum temperatures were compared, up to 2 $t$-test results were significant for grids in Tunisia and Algeria. Fig. 4C shows the observed vs. simulated monthly means of the maximum and minimum temperatures at 2 grids (45125, Sicily; 34111, Tunisia). The $t$-test results were significant for June and July at both grids, as the mean maximum temperature was slightly underestimated (by $<$1°C).

The $t$-test for monthly mean radiation showed many significant results in northern Europe. For northern Finland, grids with 3 or even 4 significant test results were commonplace. Fig. 4D shows the observed vs. simulated monthly mean radiation at 2 grids (177140, Finland; and 129076, Scotland). Monthly mean radiation for the winter months in northern Finland is very low. Even a small difference between the observed and simulated mean values could result in a significant test result. For example, the observed monthly mean radiation figures at grid 177140, Finland for October, November, and December were 2.19, 0.56 and 0.01 (MJ m$^{-2}$ d$^{-1}$) compared with simulated values of 2.43, 0.65 and 0.04; nevertheless, $t$-test statistics were significant. These small differences between observed and simulated radiation for low radiation values are unlikely to cause large errors in impact assessment, e.g. in simulation of crop yields.

In summary, the overall performance of LARS-WG in selected statistical tests was good and climate scenarios generated by LARS-WG can be used with confidence in process-based models for impact assessment.
3.3. IPCC AR4 multi-model ensemble climate scenarios

The ELPIS dataset provides the LARS-WG site parameters at 25 km grids across Europe for the period 1982–2008. Combined with predictions from a global climate model, LARS-WG can be used to generate local-scale daily climate scenarios for the future.

The LARS-WG weather generator incorporates predictions from 15 global climate models that were used for the impact assessment in the IPCC AR4 (Solomon et al. 2007). These complex computer models describe the general circulation of a planetary atmosphere and ocean, and are based on physics equations (the Navier-Stokes equations) with thermodynamic terms for various energy sources (radiation, latent heat). Climate is described at a finite number of grid points (a grid point model) or by a finite number of mathematical functions (a spectral model). The limiting factor for running GCMs is computational power. A compromise must be reached between the spatial resolution of the model and the computer time required to perform a climate simulation. As a result, most GCMs tend to have a coarse spatial resolution, which leads to approximations in the model representation of meteorological variables at the regional or local scale. These so-called ‘sub-grid scale’ processes have to be parameterised in the model, rather than be solved realistically as a function of the fundamental equations. However, despite these limitations, GCMs are the best option to examine the evolution of climate under a variety of conditions (Solomon et al. 2007).

Table 2 summarises important features of these GCMs from the AR4 multi-model ensemble, including grid resolution, available emission scenarios (Nakicenovic & Swart 2000) and their reference time periods for climate predictions. Climate models are referred to in LARS-WG by their acronyms used in AR4 (Table 2). For most of the GCMs from the IPCC AR4 multi-model ensemble, climate predictions are available for the following SRES emission scenarios: B1, A1B and A2. The key assumptions of the SRES emission scenarios and corresponding increases in CO2 concentrations are given in Table 3 (Nakicenovic & Swart 2000). All of these GCMs are coupled atmosphere–ocean models and most of them were run for the period 1960–2100. The output from these GCMs are available as monthly means of climatic variables, including precipitation, maximum and minimum temperatures and radiation, for the baseline period corresponding to 1960–1990, 2020 (corresponding to 2011–2030), 2055 (corresponding to 2046–2065) and 2090 (corresponding to 2081–2100). Some of the climate centres made 2 independent runs of their GCMs available, which differed in their initial conditions and/or model parameterization. Only output from the first run for each GCM has been used by LARS-WG.

To generate climate scenarios at a site for, e.g. 2020 and the A1B emission scenario, the LARS-WG ‘baseline’ parameters corresponding to 1982–2009 are adjusted by using the Δ-changes predicted by GCM for 2020 for the A1B emission scenario. These Δ-changes are spatially interpolated for the site using adjacent grids to smooth stepwise grid values. If ‘baseline’ parameters were calculated for a period that is different from the GCM’s baseline period of 1960–1990, then an appropriate correction to Δ-changes to account for this difference is applied. Monthly predictions for each GCM from the AR4 multi-model ensemble are available for minimum and maximum temperatures (only for mean temperature for some GCMs), precipitation and radiation. Δ-changes are calculated as relative changes for precipitation and radiation, and absolute changes for minimum and maximum temperatures. No adjustments for the distributions of the dry and wet series and temperature variability are made because this would require access to the daily outputs from the GCMs, which are not readily available from the IPCC Data Centre.

Climate predictions from each GCM from the multi-model ensemble should be treated as equally probable predictions of the evolution of climate. The use of a multi-model ensemble of scenarios combined with a process-based impact model allows us to quantify the uncertainty in impacts of climate change (Semenov & Stratonovitch 2010).

3.4. Derived weather variables

Daily weather variables other than the ones generated by LARS-WG could be required to run impact models such as crop growth models and disease models. Wind speed, minimum and maximum relative humidity and reference evapotranspiration could be generated using the software components of the CLIMA weather generator framework (Donatelli et al. 2006). Specifically, average daily wind speed was generated using skewed normal probability density function via the component ‘wind’ (Donatelli et al. 2009), assuming the same pattern of Wind variability at each given site. Daily minimum and maximum values of relative humidity were estimated using the modelling solutions evaluated by Bregaglio et al. (2010). Finally, reference evapotranspiration was estimated using the Penman-Monteith model as implemented in the new version of the evapotranspiration (ET) software component (Donatelli et al. 2006).

Some disease simulation models require hourly inputs and the estimation of leaf wetness. A modelling solution based on CLIMA software components, including the LeafWetness component, is available for generating this hourly data. Hourly data can be generated via the dedicated software component.
Table 2. Global climate models from the IPCC AR4 (Assessment Report 4) that are incorporated in the LARS-WG weather generator. Time periods, bs: GCM baseline period, 1960–1990; 2020s, 2055s, and 2090s represent the time periods 2011–2030, 2046–2065 and 2081–2100, respectively.

<table>
<thead>
<tr>
<th>Research Centre</th>
<th>Country</th>
<th>Global climate model</th>
<th>Model acronym</th>
<th>Grid resolution</th>
<th>Emission scenarios</th>
<th>Time periods</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commonwealth Scientific and Industrial Research Organisation</td>
<td>Australia</td>
<td>CSIRO-MK3.0</td>
<td>CSMK3</td>
<td>1.9° × 1.9°</td>
<td>A1B, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Gordon et al. (2002), CSMD (2005)</td>
</tr>
<tr>
<td>Canadian Centre for Climate Modelling and Analysis</td>
<td>Canada</td>
<td>CGCM3 3.1 (T47)</td>
<td>CGMR</td>
<td>2.8° × 2.8°</td>
<td>A1B</td>
<td>bs, 2020s, 2055, 2090</td>
<td>McFarlane et al. (1992)</td>
</tr>
<tr>
<td>Institute of Atmospheric Physics</td>
<td>China</td>
<td>FGOALS-g1.0</td>
<td>FGOALS</td>
<td>2.8° × 2.8°</td>
<td>A1B, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Wang et al. (2004)</td>
</tr>
<tr>
<td>Centre National de Recherches Meteorologiques</td>
<td>France</td>
<td>CNRM-CM3</td>
<td>CNCM3</td>
<td>1.9° × 1.9°</td>
<td>A1B, A2</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Déqué et al. (1994)</td>
</tr>
<tr>
<td>Institute Pierre Simon Laplace</td>
<td>France</td>
<td>IPSL-CM4</td>
<td>IPCM4</td>
<td>2.5° × 3.75°</td>
<td>A1B, A2, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Hourdin et al. (2006)</td>
</tr>
<tr>
<td>Max-Planck Institute for Meteorology</td>
<td>Germany</td>
<td>ECHAM5-OM</td>
<td>MPEH5</td>
<td>1.9° × 1.9°</td>
<td>A1B, A2, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Roeckner et al. (1996)</td>
</tr>
<tr>
<td>National Institute for Environmental Studies</td>
<td>Japan</td>
<td>MRI-CGCM2.3.2</td>
<td>MIHR</td>
<td>2.8° × 2.8°</td>
<td>A1B, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>K-1 Model Developers (2004)</td>
</tr>
<tr>
<td>Bjerknes Centre for Climate Research</td>
<td>Norway</td>
<td>BCM2.0</td>
<td>BCM2</td>
<td>1.9° × 1.9°</td>
<td>A1B, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Déqué et al. (1994)</td>
</tr>
<tr>
<td>Institute for Numerical Mathematics</td>
<td>Russia</td>
<td>INM-CM3.0</td>
<td>INCM3</td>
<td>4° × 5°</td>
<td>A1B, A2, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Galin et al. (2003)</td>
</tr>
<tr>
<td>UK Meteorological Office</td>
<td>UK</td>
<td>HadCM3</td>
<td>HADCM3</td>
<td>2.5° × 3.75°</td>
<td>A1B, A2, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Gordon et al. (2000), Pope et al. (2000), Martin et al. (2006), Ringer et al. (2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HadGEM1</td>
<td>HADGEM</td>
<td>1.3° × 1.9°</td>
<td>A1B, A2</td>
<td>bs, 2020s, 2055s, 2090s</td>
</tr>
<tr>
<td>Geophysical Fluid Dynamics Lab</td>
<td>USA</td>
<td>GFDL-CM2.1</td>
<td>GFCM21</td>
<td>2.0° × 2.5°</td>
<td>A1B, A2, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Russell et al. (1995)</td>
</tr>
<tr>
<td>Goddard Institute for Space Studies</td>
<td>USA</td>
<td>GISS-AOM</td>
<td>GIAOM</td>
<td>3° × 4°</td>
<td>A1B, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Kiehl et al. (1998), Kiehl &amp; Gent (2004)</td>
</tr>
<tr>
<td>National Centre for Atmospheric Research</td>
<td>USA</td>
<td>PCM</td>
<td>NCPCM</td>
<td>2.8° × 2.8°</td>
<td>A1B, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
<td>Collins et al. (2004)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CCSM3</td>
<td>NCCCS</td>
<td>1.4° × 1.4°</td>
<td>A1B, A2, B1</td>
<td>bs, 2020s, 2055s, 2090s</td>
</tr>
</tbody>
</table>
Table 3. CO₂ concentrations (ppm) for selected climate scenarios specified in the Special Report on Emission Scenarios (SRES) (Nakicenovic & Swart 2000). CO₂ concentration for the baseline scenario is 334 ppm

<table>
<thead>
<tr>
<th>Key assumptions</th>
<th>2011–2030</th>
<th>2046–2065</th>
<th>2081–2100</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1 The sustainable world: rapid change in economic structures, ‘dematerialization’ including improved equity, and environmental concern. There is a global concern regarding environmental and social sustainability and more effort in introducing clean technologies. The global population reaches 7 billion by 2100.</td>
<td>410</td>
<td>492</td>
<td>538</td>
</tr>
<tr>
<td>B2 The world of technological inequalities: a heterogeneous society emphasising local solutions to economic, social, and environmental sustainability rather than global solutions. Human welfare, equality and environmental protection all have high priority.</td>
<td>406</td>
<td>486</td>
<td>581</td>
</tr>
<tr>
<td>A1B The rich world: characterised by very rapid economic growth (3% yr⁻¹), low population growth (0.27% yr⁻¹), and rapid introduction of new and more efficient technology. Globally, there is economic and cultural convergence and capacity building, with a substantial reduction in regional differences in per capita income.</td>
<td>418</td>
<td>541</td>
<td>674</td>
</tr>
<tr>
<td>A2 The separated world: cultural identities are separating the different regions, making the world more heterogeneous and international cooperation less likely. Family values, local traditions, and high population growth (0.83% yr⁻¹) are emphasised. Less focus on economic growth (1.65% yr⁻¹) and material wealth.</td>
<td>414</td>
<td>545</td>
<td>754</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS

We have created a prototype dataset of local-scale daily climate scenarios, ELPIS, which currently consists of LARS-WG site parameters at 25 km grids across Europe for the period 1982–2008 and climate predictions from the multi-model ensemble of 15 GCMs used in the 2007 IPCC Assessment Report. Using the LARS-WG weather generator, daily climate scenarios can be generated at any location in Europe for the future periods corresponding to 2020, 2055 and 2090 and several emission scenarios. The use of the AR4 multi-model ensemble allows the assessment, not only of the magnitude of the impact, but also of the uncertainty of impact predictions. ELPIS is designed for use in conjunction with process-based impact models, such as crop simulation models, which require local-scale daily weather as one of their inputs.

The performance of LARS-WG at nearly 12 000 sites (grids) from the CGMS dataset has been assessed using statistical tests. The K-S nonparametric test was used to compare distributions of daily values for climatic variables, and the t-test was used to compare monthly mean values. Overall performance was good. For sites where the number of significant test results was larger than expected, more detailed inspection showed that the discrepancy between observed and simulated data is likely to have very little effect on the outcome of process-based impact models, such as crop simulation models.

We are planning to incorporate predictions from the multi-model ensemble of 14 regional models (RCM) from the EU-FW6 ENSEMBLES project. Model predictions were developed for Europe with the spatial resolution of 25 km (and/or 50 km) and for the period 1951–2050 (or 1951–2100 for some RCMs). The daily outputs from the ENSEMBLES RCMs have recently been made available online at the project website (http://ensemblesrt3.dmi.dk). Regional climate models have shown a substantial improvement in modelling spatial weather patterns compared with global models due to much finer spatial resolution (Beniston et al. 2007, Salon et al. 2008). Incorporation of ENSEMBLES data will provide much better spatial resolution of predicted climatic changes for Europe and will allow incorporation of changes in climatic variability as well as changes in mean climate into local-scale climate scenarios.

Data series of the CGMS database have recently been revised. After regenerating the parameter set, it will be made available to the scientific community for impact assessment.
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