INTRODUCTION

Marine scientists have searched for ways to forecast the abundance of commercial fish stocks since the early 1900s (Hjort 1914, p. 227, NOAA 2008), especially for stocks where harvests rely heavily on recruitment of young fish due to depletion of older age groups. However, forecasting recruitment from environmental conditions (Walters & Collie 1988) or from abundances of early life stages (Mukhina et al. 2003) has proven difficult due to the complexity of multiple interacting factors (Bailey et al. 2005, Houde 2008). Forecasting the abundance of walleye pollock *Theragra chalcogramma* in the Gulf of Alaska (GOA) would be especially useful because the fishery is largely dependent on the recruitment of strong year classes and has recently been near collapse, having declined to about 22% of its estimated unfished biomass in 2003 (Dorn et al. 2009).

Walleye pollock is an important component of North Pacific ecosystems, both as a predator and competitor of other fishes, and as prey to seabirds and marine mammals, and it is currently the world’s second largest fishery. Walleye pollock abundance in the GOA increased dramatically in the late 1970s with a series of strong year classes and began a long downward trend in the late 1980s; both periods coincided with changes in ocean conditions. However, community structure in the GOA has also changed (Anderson & Piatt 1999, Litzow & Ciannelli 2007), and an important source of predation mortality of juvenile pollock, the arrowtooth flounder *Atheresthes stomias*, has dramatically in-
creased in abundance over the past 2 decades. In fact, in the 1990s arrowtooth flounder surpassed walleye pollock as the dominant groundfish species (by biomass) in the GOA.

Numerous attempts have been made to forecast walleye pollock recruitment from environmental effects on eggs and larvae (e.g. Lee et al. 2009). In this study we examine juvenile pollock because, generally speaking, recruitment prediction from the abundance of older stages should be more accurate than that from egg or larval abundances (Bradford 1992, Helle et al. 2000) or environmental factors alone (Axenrot & Hansson 2003). Here we use statistical models to link juvenile survey data to predictor variables that influence their later survival to forecast the recruitment of walleye pollock to the fishery. By testing and comparing several statistical models we examine whether (1) an increasing abundance of predators, specifically arrowtooth flounder, in the GOA strongly affects pollock recruitment, (2) the weight of predictor variables shift with phase (or regime) shifts in the marine environment and (3) intercohort interactions are important. The results presented here indicate that forecasting recruitment of marine fishes needs to account for changes in community structure, rather than just environmental correlates with egg and larval survival.

METHODS

Walleye pollock spawn in Shelikof Strait, Gulf of Alaska (Fig. 1) from late March to early May. Echo integration-trawl (EIT) surveys have been conducted annually by the Alaska Fisheries Science Center since 1981 (except 1982 and 1999) to assess the biomass of pollock before spawning in the Shelikof Strait area. In early surveys (1981–1991) biomass estimates were obtained with a Biosonics acoustic system and from 1992 onward data were obtained with a Simrad EK echosounder. An index of age-1 pollock juveniles was estimated as the abundance of 9 to 16 cm fish in the Shelikof Strait EIT surveys (McKelvey 1996) and was reported in Dorn et al. (2009). The abundance of age-4 recruits was taken from Dorn et al. (2006, 2009), estimated from age-structured population models of catch-at-age data in the fishery. Walleye pollock are caught as adults beginning at 4 to 5 years of age. The number of age-4 recruits is from the western GOA; we assume that the number of age-1 juveniles in the Shelikof region is a relative index of juvenile abundance in the western GOA, and that variability in their survival reflects larger-scale patterns. In the early years of the pollock fishery most of the spawning in the GOA occurred in the Shelikof Strait, but over the years, other spawning areas have varied in their contribution. The biomass of age-3+ arrowtooth flounder was taken from Turnock & Wilderbuer (2007).

The models proposed in this paper are used to study the recruitment of young adult walleye pollock of age 4 from early juvenile fish of age 1, incorporating the effects of predators and environmental factors. Additionally, since the age-4 recruits are autocorrelated, we depict this autocorrelation using one of the following 2 model structures:

\[ y_{4,t+3} = f_1(y_{1,t}, a_t, e_t) + \xi_{t+3} \]  

(1)

and

\[ y_{4,t+3} = f_1(y_{1,t}, a_t, e_t) + \sum_{j=m_1}^{m_2} g_j(y_{4,t+j}) + e_{t+3} \]  

(2)

where \( t \) denotes year, \( m_1 \) and \( m_2 \) are 2 integers (for example, \( m_1 = 1 \) and \( m_2 = 2 \)), \( y_{k,t} \) represents the log abundance of the \( k \)-yr old pollock in Year \( t \), \( \xi_{t} \) are colored noise with zero mean and finite variance, i.e. autocorrelated, whereas \( e_t \) are independent and identically distributed noises with zero mean and finite variance. Thus, \( y_{1,t} \) denotes the log age-1 abundance index in Year \( t \) and \( y_{4,t+3} \) is the log abundance of age-4 pollock 3 yr after \( t \); hence, \( y_{1,t} \) and \( y_{4,t+3} \) equal the density of the cohort of the pollock spawned in Year \( t-1 \), when they are 1 and 4 yr old, respectively. Additionally, \( a_t \) denotes the log abundance of arrowtooth flounder, which is the main predat...
tor of the juvenile pollock in the western GOA, and \( e_t \) represents a vector of environmental factors in year \( t \), which includes the spring surface temperature (SST), i.e. the average SST from April to June, the fall SST (the average SST from July to September), the spring surface wind speed, the fall wind speed and the mean annual wind speed. The SST variables were derived from average monthly SST interpolated across a longitude band in the GOA from 155.6°W to 157.5°W and centered at latitude 56.2°N (data source: A. Macklin, Pacific Marine Environmental Laboratory pers. comm., www.cdc.noaa.gov/cdc/reanalysis/). The wind speed covariates were computed from sea level pressure data collected twice per day in Shelikof Strait (56°N, 156°W) (data source: A. Macklin & M. Spillane, Pacific Marine Environmental Laboratory pers. comm.). The term \( f_t(y_{1,t}, a_t, e_t) \) summarizes the main effects on the recruitment of age-4+ pollock. We tried several systems of notation and the preceding format was easiest to follow. A notation system formed around pollock year classes was complicated because of the 2 time sequences for pollock and arrowtooth flounder, and it was difficult to use pollock year class to indicate the time subscript of the flounder. In the model comparison and selection, we employed Akaike’s information criterion (AIC) for model comparison and selection. We also used model diagnostic checks such as the residuals’ normality test, constant variance and autocorrelation checks among the residuals (ACF and Ljung-Box tests) (see Chapter 8 in Cryer & Chan 2008) and outlier detection methods.

For Model (1), any autocorrelation in the age-4 recruits beyond that induced by the main regression effects \( f_t(y_{1,t}, a_t, e_t) \) is modeled by the autocorrelated error, \( \xi_{1,t} \), which, in practice, is specified as some autoregressive (AR) error process. On the other hand, Model (2) uses the lagged recruitment \( y_{4,t-1}, j = 2,1,0 \) to account for any such autocorrelation in the recruitment data. Below, we refer to the autocorrelation in the recruitment beyond that induced by the main effects \( f_t(y_{1,t}, a_t, e_t) \) as the extra autocorrelation. Because the response variable, \( y_{4,t+3} \), is the recruitment of age-4+ pollock in Year \( t+3 \), its lag-1, i.e. the recruitment of age-4 in the previous year, equals \( y_{4,t+2} \). Similarly, \( y_{4,t+j} \) in the term \( g_j(y_{4,t+j}) \) is the lag-(3-\( j \)) recruitment.

The autocorrelation patterns in the recruitment models may result from intercohort interactions in the walleye pollock population. Specifically, we demonstrate 3 such mechanisms in the simple case of linear and noise-free dynamics. One mechanism results in the AR error process as specified in Model (1), and the other 2 mechanisms introduce different lagged recruitment into Model (2).

First, the autocorrelation structure in Model (1) can be justified by cannibalism and/or competition from adult pollock, specified as the age-4+ (age 4 and older) group, in which case the (linear) recruitment dynamics is driven by the following system of equations:

\[
y_{4,t+3} = \beta_0 + \beta_1 y_{3,t+1} + \omega y_{4,t} + \xi_{1,t}
\]

\[
y_{4,t+1} = \gamma_1 y_{4,t} + \delta y_{4,t}
\]

\[
y_{3,t+1} = \gamma_2 y_{2,t} + \tau_3 y_{4,t}
\]

Eq. (3a) models the recruitment from age-1 pollock to age 4; the term \( \beta_1 \) models the effects of the arrowtooth flounder on the recruitment and \( \omega \) represents the effects of cannibalism of the age-4+ group on the juvenile pollock and/or competition effects from the older pollock in the recruitment process. It is expected that \( \omega \) is negative. (We generally use greek letters to denote unknown model parameters to be estimated from the data.) Eq. (3b) accounts for the survival of the age-4+ group from the previous year given by \( \delta y_{4,t} \) and new members from the age-3 group represented by \( y_{3,t} \).

Eq. (3c) accounts for the survival of age-2 fish to age 3 given by \( y_{3,t} y_{2,t} \) and competition from age-4+ pollock modeled by \( \tau_3 y_{4,t} \). Note that the \( \gamma \)'s are expected to be between 0 and 1, and so is \( \delta \). Eq. (3a) is a special case of Eq. (1) where \( f_1 \) is a linear function and the error term \( \xi_{1,t} \) equals \( \omega y_{4,t} \), which we now show to be an autoregressive process; hence, the error term in Eq. (1) is autocorrelated. Indeed, Eqs. (3b) & (3c) imply that:

\[
y_{4,t+1} = \delta y_{4,t} + \gamma_1 y_{3,t} y_{4,t-1} + \gamma_4 y_{3,t} y_{2,t-1}
\]

Since the \( \gamma \)'s are expected to be between 0 and 1, the coefficient \( \gamma_1 \) is probably negligible; therefore, the preceding equation can be approximated by:

\[
y_{4,t+1} = \delta y_{4,t} + \gamma_4 y_{3,t} y_{4,t-1}
\]

In practice, the preceding relationship holds only on the average, so that a stochastic error term has to be added to the right side of the equation; hence, \( \{y_{4,t}\} \) is approximately an AR(2) process, with \( \delta \) being the AR(1) coefficient and \( \gamma_4 \) being the AR(2) coefficient. In particular, \( \delta \) can be interpreted as the survival rate of the age-4+ pollock. The interpretation of the AR(2) coefficient estimate is more complex as it equals the product \( \gamma_4 \gamma_5 \), which is expected to be negative because of the assumed positivity of \( \gamma_4 \) and the negativity of \( \gamma_5 \). As for Model (2), the extra autocorrelation is assumed to be captured by the lagged recruits. Such an autocorrelation structure can be attributed to interactions between the young adult pollock (age 4) and the juvenile pollock, in which case the walleye pollock population dynamics follow the following system of equations:

\[
y_{4,t+3} = \beta_0 + \beta_2 y_{3,t+2} + \tau_2 y_{4,t+2}
\]

\[
y_{3,t+2} = \beta_0 + \beta_3 y_{4,t+1} + \beta_2 y_{3,t+2} + \tau_3 y_{4,t+1}
\]

\[
y_{2,t+1} = \beta_0 + \beta_1 y_{4,t} + \beta_2 y_{3,t+1} + \tau_2 y_{4,t}
\]

\[
a_t = \phi a_t + \delta y_{1,t}
\]
Eq. (4a) shows the recruiting process of age-4 walleye pollock from age 3, which includes the survival of age-3 fish given by $\beta_{2,4}y_{3,t+2}$ and the interactions between the age-4 pollock and the age-3 fish in year $t+2$ in terms of $\tau^*_{t}y_{1,t+2}$. The coefficient $\tau^*_{t}$ reflects the intergroup interactions in 2 aspects: (1) it measures the competition and/or cannibalism between age-4 and age-3 pollock, and (2) it accounts for misclassification between the age-4 group and its neighboring age groups, which commonly occurs when a certain portion of a strong year class are incorrectly aged and overflow into adjacent year classes. The competition and/or cannibalistic effects tend to reduce the recruitment of age-4 pollock, and misclassification probably results in a positive association between the age-4 recruitment and its lag-1. Since these 2 interactions are opposite in direction, the sign of $\tau^*_{t}$ is undetermined in Eq. (4a), which is also the reason for adding an asterisk to this coefficient. Eq. (4b) accounts for the survival of age-3 pollock from the previous year’s age-2 fish in the term $\beta_{1,3}y_{2,t+1}$, the predation from arrowtooth flounder represented by $\beta_{1,4}$, and the competition and/or cannibalism between the age-4 and age-2 pollock denoted by $\tau_{1}y_{4,t+1}$. In Eq. (4b), $\tau_{1}$ is expected to be $<0$, because it mainly assesses the intergroup competition and/or cannibalism. Similarly, the coefficient $\tau_{2}$ in Eq. (4c) is expected to be negative. Eq. (4d) indicates that the abundance of the flounder predators is related to their last year’s abundance and the corresponding age-1 pollock abundance, as arrowtooth flounder mainly eats age-0 and age-1 pollock, as well as some age-2 fish. The coefficients $\varphi$ and $\psi$ are expected to be positive. Substituting Eqs. (4b–d) into Eq. (4a) yields:

$$y_{4,t+1} = \left[\beta_{0,4} + \beta_{2,4}y_{0,3} + \beta_{2,2}y_{2,3} + \beta_{2,2}y_{3,2} \right] + \left[\beta_{2,4}\varphi y_{1,3} + \beta_{2,4}\beta_{1,2}\psi \right] + \left[\beta_{2,4}\beta_{3,2} + \beta_{2,2}\beta_{3,2}y_{2,1} + \beta_{2,2}\beta_{3,2}y_{3,1} \right] + \left[\tau_{2}y_{4,t+2} + \beta_{2,4}y_{4,t+2} + \beta_{2,4}y_{3,t+1} \right]$$

(4e)

The model represented by Eq. (4e) contains the lag-1 to lag-3 of the recruitment that generates the extra autocorrelation in the recruits of age-4 walleye pollock. The parameters $\beta_{2,j}, j = 2, 3, 4$ are survival rates that are likely to fall between 0 and 1. If we further assume weak competition and/or cannibalism between the age-4 and the age-1 pollock (small $\tau_{2}$ in magnitude), the coefficient of $y_{4,t}$ in Eq. (4e) is negligible compared with the coefficients of $y_{4,t+2}$ and $y_{4,t+1}$. Therefore, the recruitment equation can be simplified as:

$$y_{4,t+1} = \beta_{0} + \beta_{2}y_{1,t} + \left[\tau_{2}y_{4,t+2} + \beta_{2,4}y_{3,t+1} \right]$$

(4f)

The terms within the square brackets of Eq. (4f) measure the lagged recruitment effects on the recruitment of age-4 pollock. Since the sign of the parameter $\tau^*_{t}$ is unclear, we cannot determine the sign of the lag-1 recruitment effect. However, we expect a negative lag-2 effect in the recruiting model with the negative $\tau_{3}$ and positive $\beta_{2,4}$. We can further generalize Eq. (4f) by replacing the linear lagged recruitment by nonlinear lag-1 and lag-2 effects in terms of $g_j(y_{j,t+1}), j = 1, 2$. Similarly, we constructed a mechanistic model that results in explaining the extra autocorrelation in terms of the lag-2 and lag-3 recruitment effects. However, as that model is dissected by the data (see ‘Results’), for simplicity we do not elaborate on the third model.

Although we mainly assume linear effects in the above derivation, the models may be rendered more flexible by allowing nonlinear effects in terms of some unknown smooth functions and by including stochastic errors in the models. Indeed, these models then fall into the general framework of the generalized additive mixed models (GAMMs) (Lin & Zhang 1999, Wood 2006). The recruitment models in the form of Eqs. (1) & (2) can be represented as a GAMM. For the simple case of single covariate and Gaussian errors, the GAMM takes the following form:

$$w_i = s(u_i) + \xi_i, \quad t = 1, 2, ..., n$$

(5)

where the response $w_i$ bears a nonlinear relationship with the covariate $u_i$ and the noise terms $\xi_i$ are autocorrelated. For the simple case that $\xi_i$ has a multivariate normal distribution with zero mean vector and covariance matrix $\Lambda$, the log-likelihood of model (5) is given by $-0.5 \times \log \left| \Lambda \right| - \{W^t - s(U)\}^{\Lambda^{-1}} - \{W^t - s(U)\}/2$, up to some additive constant, where $W$ is the vector of response values, $s(U)$ the vector of the smooth function $s$ evaluated at the covariate values, $\left| \Lambda \right|$ is the determinant of the covariance matrix $\Lambda$. For estimating the unknown smooth function, we use the penalized likelihood approach, which tries to find the function estimate that provides good fit to the data and yet assures that the function is not too rough. The penalty term is a multiple of the integrated squared second derivative of the smooth function, i.e. $\lambda \int [s(u)]^2 du$ where the non-negative parameter $\lambda$ is known as the smoothing parameter that describes the trade-off between goodness of fit and smoothness of the function estimate, and $s$ denotes the second derivative of $s$. Altogether, the GAMM can be estimated by maximizing the penalized log-likelihood:

$$-0.5 \times \log \left| \Lambda \right| - \{W^t - s(U)\}^{\Lambda^{-1}} - \{W^t - s(U)\}/2 - \lambda \int [s(u)]^2 du$$

It should be noted that if the noise terms are uncorrelated over time, then the GAMM becomes the generalized additive model (GAM); see Wood (2006) for details and other estimation methods.

Since a threshold structure was introduced for fitting the main effects in $f_j(y_{j,t+1}, a_0, e_0)$, we needed to develop a test for the validity of the proposed threshold structure. Considering a possible shift of the arrowtooth flounder spatial distribution from the late 1980s to early 1990s and the occurrence of an environmental regime shift...
about the same time (see below), we further proposed different arrowtooth flounder predation effects before and after a threshold year during that period. A threshold year effect in the models was assessed by testing the null hypothesis \( H_0 \) that the arrowtooth flounder predation effect was present for all years versus the alternative hypothesis \( H_a \) that it started to become important to walleye pollock survival after a threshold year. A likelihood ratio test was employed to justify the threshold structure in arrowtooth flounder predation. Let \( \theta \) be the parameter vector, including the threshold year, \( \log L(\hat{\theta}_{0,a}) \) be the log-likelihood function evaluated at the maximum likelihood estimators under the null hypothesis, and \( \log L(\hat{\theta}_a) \) be the maximum log-likelihood function under the general hypotheses. The log-likelihood ratio, \( lr \), can be written as \( lr = \log L(\hat{\theta}_a) - \log L(\hat{\theta}_{0,a}) \), which is used as the test statistic. For Model (1) with stochastic error process, the empirical distribution of the test statistic under the null hypothesis is obtained by the following bootstrap approach. Based on the residual vector \( \xi \) and the correlation matrix \( \Lambda \) estimated under the null hypothesis, we calculate the normalized residuals, \( \hat{\xi} = \hat{\Lambda}^{-1/2} \hat{\xi}_n \). For each \( k = 1, \ldots, K \), we randomly permute the elements in \( \hat{\xi}_0 \) to get \( \hat{\xi}_0^{(k)} \). Using the parameter estimator \( \hat{\theta}_{0,a} \) and the residuals \( \hat{\xi}_0^{(k)} = \hat{\Lambda}^{-1/2} \hat{\xi}_0^{(k)} \), we generate the new recruitment level data \( \hat{y}_{4,t+3}^{(k)} = f_1(\hat{\theta}_{0,a}, (y_{1,t}, a_t, \epsilon_t) + \hat{\xi}_0^{(k)} \hat{\epsilon}_t^{(k)} \hat{\eta}_{t+3,0} \). Based on the generated data, \( \hat{y}_{5,t+3}^{(k)} \), we calculate \( lr^{(k)} \). The empirical distribution of the test statistic is formed from the \( lr^{(k)} \) values. Additionally, to form such an empirical distribution based on Model (2), whose error terms are independent and identically distributed, we can generate the new data by bootstrapping the residuals directly. Finally, the p-value of the likelihood ratio test is calculated as the proportion of \( lr^{(k)} \) values that are higher than the observed \( lr \).

RESULTS

There was generally a positive relationship between the age-1 abundance index and the recruitment of walleye pollock to the fishery 3 yr later (Fig. 2). However, the relationship appeared to have shifted downward after 1991, suggesting the presence of emerging factors on age-1 pollock survival. At around the same time, arrowtooth flounder abundance was increasing and surpassed pollock to become the dominant groundfish species in the GOA (Fig. 3). We therefore selected these factors (age-1 pollock abundance, arrowtooth flounder abundance, a threshold effect) and some environmental factors (e.g. temperature) to test and compare in the statistical recruitment prediction models.

In the ‘Methods’, we discussed 3 mechanisms to derive the autocorrelation structures in recruitment models. For each of the 3 autocorrelation structures, we selected one fitted model based on AIC and performed model diagnostic results. As shown in Table 1, the selected model with the AR(2) error process has a slightly better AIC score (22.5) and adjusted R\(^2\) (81.5\%) than the model including lag-1 and lag-2 recruitment effects, with AIC = 24.0 and adjusted R\(^2\) = 80.7\%; the model-fitting results from both models are discussed in detail below. The AIC of the model containing lag-2 and lag-3 recruitment (28.3) is much higher than the AICs from the other 2 selected models (Table 1), which indicates that this model is discredited by the data. Temperature was not significant in any of the models and was dropped from consideration. Including spring SST as an additive covariate results in an increase in the AIC for each of the 3 models reported in Table 1,
Table 1. Akaike’s information criterion (AIC) of the fitted models to predict walleye pollock recruitment in the Gulf of Alaska. The 3 models under comparison use different approaches for modeling the autocorrelations in the data. Here $s(lag-2)$ refers to a smooth function of the lag 2 of the recruitment; similarly defined is $s(lag-3)$. According to AIC, Model (6) is chosen as the best model.

<table>
<thead>
<tr>
<th>Fitted model</th>
<th>Autocorrelation mechanism</th>
<th>Autocorrelation structure</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model (6)</td>
<td>(3a–c)</td>
<td>AR(2) error process</td>
<td>22.5</td>
</tr>
<tr>
<td>Model (7)</td>
<td>(4a–d)</td>
<td>lag-1 and $s(lag-2)$</td>
<td>24</td>
</tr>
<tr>
<td>Variant of Model (7)</td>
<td></td>
<td>lag-2 and monotone $s(lag-3)$</td>
<td>28.3</td>
</tr>
</tbody>
</table>

Table 2. AIC of the models with various stochastic error process in structure (1). Based on AIC, the error process in Model (6) is specified as an order-2 autoregressive model.

<table>
<thead>
<tr>
<th>Autocorrelation structure</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>No autoregressive</td>
<td>35</td>
</tr>
<tr>
<td>AR(1) error process</td>
<td>34.8</td>
</tr>
<tr>
<td>AR(2) error process</td>
<td>22.5</td>
</tr>
<tr>
<td>AR(3) error process</td>
<td>23.9</td>
</tr>
</tbody>
</table>

e.g. an increase in AIC from 22.5 to 24.2 for Model (6) with AR(2) error structure; similarly, other environmental factors, including fall SST and various wind speeds, were found to be inconsequential. We also fitted Model (6) with SST as the threshold variable, but fitted model was deemed unacceptable based on model diagnostics and interpretation. Consequently, we shall confine our discussion to the first 2 models.

The first fitted model contains an autocorrelated error process ($\xi_t$). Fitting results with different autoregressive structures in $\xi_t$ suggested that an AR(2) error process provided the best fit for the data with the lowest AIC values (Table 2). The mechanism for this AR(2) error process is shown by Eqs. (3a)–(3c). A preliminary analysis indicated that the log age-1 abundance ($y_{1,t}$) and log arrowtooth flounder abundance ($a_t$) after the threshold year ($t_c$) were linearly correlated with the recruitment level ($y_{4,t+3}$). Additionally, no environmental factors enter into the model, probably because any change in environmental factors that strongly influenced juvenile survival was incorporated in the threshold shift term. Therefore, the fitted model with the AR(2) error process has the following structure:

$$y_{4,t+3} = \beta_0 + \beta_1 a_{t-1} + \beta_2 y_{1,t} + \xi_{t+3}$$  \hspace{1cm} (6)

where the dummy variable $1_{(p,t)}$ equals 1 in the years after the threshold year $t_c$, and 0 otherwise, so $\beta_1 a_{t-1} 1_{(p,t)}$ accounts for the threshold arrowtooth flounder predation effect on pollock recruitment after year $t_c$. The errors form a stationary Gaussian AR(2) process:

$$\xi_t = \phi_1 \xi_{t-1} + \phi_2 \xi_{t-2} + \epsilon_t,$$

where $\phi_1$ and $\phi_2$ are the autoregressive parameters and the $\epsilon_t$ are independent and identically normally distributed errors, so that $\xi_t = (\xi_{t-3}, \xi_{t-4}, \ldots, \xi_{t-3})^T$ follows a multivariate normal distribution $N(0, \Sigma)$, where $\Sigma$ is the correlation matrix with an AR(2) structure. More specifically, $\rho_j = \phi_j \rho_{j-1} + \phi_{j-2}, \quad j \geq 2$, where $\rho_j$ is the correlation between $\xi_t$ and $\xi_{t-j}$ with the initial conditions $\rho_0 = 1$, $\rho_1 = \phi_1 (1 - \phi_2)$ and $\sigma^2$ is the stationary variance of $\xi_t$.

To check whether the threshold structure of the arrowtooth flounder predation effect in Model (6) was appropriate for the data, we employed the likelihood ratio test discussed in the ‘Methods’. The p-value of the likelihood ratio test for the threshold structure in Model (6) is 0.024. Thus, there is strong evidence that the flounder predation affected pollock recruitment after a threshold year $t_c$.

According to the profile AIC of the threshold years (Fig. 4), 1991 was estimated to be the threshold year for Model (6). Model (6) has 6 parameters, namely, 3 $\beta$ values, 2 autoregressive coefficient parameters, and 1 threshold parameter. Thus, with a sample size of 22, the residuals have 16 degrees of freedom. As shown in Table 3, the estimated $\beta_1$ equals $-0.052$ (SE $= 9.17 \times 10^{-3}$), which indicates that arrowtooth flounder significantly decreases the recruitment of age-4 walleye pollock, such that a 1% increase in flounder results, on average, in 0.052% decrease in recruitment. Additionally, the age-1 pollock abundance index is positively related with the recruitment of age-4 pollock ($\hat{\beta}_2 = 0.209$, SE $= 0.039$), which indicates that age-1 abun-

Fig. 4. Theragra chalcogramma. Akaike’s information criterion (AIC) levels with different threshold years in Model (6)
dance is an important factor explaining the variability in the recruitment of age-4 pollock. Based on the estimated autoregressive parameters, $\hat{\phi}_1 = 0.546$ and $\hat{\phi}_2 = -0.719$ (Table 3), the error process $\{\xi_t\}$ is, indeed, stationary (see Cryer & Chan 2008, p. 72). The average length of the stochastic cycle, $2\pi / \cos^{-1}\left(\hat{\phi}_1 / (2\sqrt{-\hat{\phi}_2})\right)$, is approximately 5 yr (Fig. 5). The competition and cannibalism between the cohorts of different ages, especially the cannibalism of the adult pollock on the juveniles as detailed in Eqs. (3a)–(3c), are instrumental for the 5 yr quasi-periodicity. Additionally, according to the discussion of the stochastic mechanism for this model in the previous section, the AR(1) parameter $\hat{\phi}_1$ can be interpreted as the average survival rate of pollock of ages 4+, which is estimated to be 0.546 (≈ 54.6%), although with considerable uncertainty as the 95% confidence interval ranges from 28.5 to 63.5%.

The normalized residuals equal the standardized residuals premultiplied by the inverse square root of the estimated error correlation matrix. In the model assumptions, the normalized errors follow the independent normal distribution with zero mean and constant variance. The linear trend in the Q–Q normal plot of the normalized residuals (upper left plot in Fig. 6) and the Shapiro-Wilk normality test result (p-value = 0.58) suggest that the normal distribution assumption in the errors is satisfied. The scatter plot of the normalized residuals (upper right plot in Fig. 6) shows that the constant variance assumption for the normalized errors
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**Fig. 5. Theragra chalcogramma.** Theoretical autocorrelation function (ACF) of the AR(2) error process from the fitted Model (6), showing the quasiperiodicity of the error process
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**Fig. 6. Theragra chalcogramma.** Residual check of Model (6)
appears appropriate. The normalized residuals appear to be uncorrelated over time, which is supported by the ACF and Ljung-Box test. Therefore, the assumptions of the error terms are satisfied approximately for the fitted Model (6), suggesting that it provides a good fit to the data.

Owing to the AR(2) correlation structure in the error term, \( \{ \xi_t \} \) and that the covariates in Model (6) lag the recruitment by 3 yr, we can compute out-of-sample forecasts for \( k = 1, 2 \) and 3 yr into the future by the following formula:

\[
\hat{y}_{L,n\rightarrow k} = \hat{\beta}_0 + \hat{\beta}_1 a_{H,t-k-3} + \hat{\beta}_2 y_{L,n\rightarrow k-3} + \hat{\eta}_{n\rightarrow k}
\]

where \( n \) is the last year of the study period, being 2006, and \( \hat{\xi}_{n\rightarrow k} \) are computed recursively by the formula:

\[
\hat{\xi}_{t\rightarrow n\rightarrow k} = \phi_1 \hat{\xi}_{(t-1)\rightarrow n\rightarrow k} + \phi_2 \hat{\xi}_{(t-2)\rightarrow n\rightarrow k}
\]

with \( \hat{\xi}_t = y_{L,t} - \hat{\beta}_0 - \hat{\beta}_1 a_{L,t-3} - \hat{\beta}_2 y_{L,t-3} \) being the regression residuals from Model (6) for \( t \leq n \). For formulae to compute 95% prediction intervals see Chapter 9 in Cryer & Chan (2008). For computing forecasts for 4 yr or longer, we needed to compute out-of-sample forecasts for arrowtooth flounder abundance and that of 1 yr old walleye pollock, which required the development of joint modeling for these covariate processes with the recruitment. Note that \( y_{1,t} \) in year 1999 was a missing value, and we used the naïve scheme of averaging the \( y_{1,t} \) values in 1998 and 2000 to impute this missing log age-1 abundance index. The fitted recruitment of age-4 pollock in 2002 was calculated based on the imputed age-1 abundance in 1999.

Recruitment estimates and out-of-sample (point) forecasts, i.e. conditional means of the future values, from Model (6) for 3 yr are shown in Fig. 7. The dynamic trend shown by the fitted walleye pollock recruitment levels (dashed curve) follows the observed recruitment trend (gray curve) in the study period, which indicates that the recruitment Model (6) fits the data well. The (log) recruitment forecasts of the age-4 fish for 2007, 2008 and 2009 are 18.5, 19.5 and 19.0, respectively, resulting in the forecast errors (forecasts minus observations) being 0.93, 0.67 and –0.68, respectively. The dotted curve in Fig. 7 plots the recruitment forecasts of the age-4 pollock from 2007 to 2009, with the 95% point-wise prediction band shaded in gray; the point forecast for 2007 is just outside the 95% prediction interval (but still successfully predicts a weak year class), while the point forecasts for 2008 and 2009 are both inside their 95% prediction intervals.

The second fitted recruitment model uses lag-1 and lag-2 recruitment to account for the (extra) autocorrelation among the age-4 recruitment. The autocorrelation structure can be explained by the population dynamics described by Eqs. (4a)–(4d), with the greater flexibility in a nonlinear lag-2 effect. The threshold arrowtooth flounder predation effect and age-1 abundance effect are still found to be linear. The formulation of this fitted model is as follows:

\[
y_{4,t+3} = \beta_0 + \beta_1 a_{L,t+3} + \beta_2 y_{L,t+2} + s(y_{4,t+1}) + \epsilon_{t+3}
\]

where \( \beta_0 y_{4,t+2} \) represents a linear lag-1 recruitment effect, and \( s(y_{4,t+1}) \) assesses the lag-2 recruitment effects nonparametrically. The term \( \{ \epsilon_{t+3} \} \) is a sequence of uncorrelated error terms that are of zero mean and constant variance.

Model (7) considers that the strong arrowtooth flounder predation effects take place only after a threshold year. Before accepting the fit of Model (7), we determine whether the threshold effect is significant in the recruitment model. Using the likelihood ratio test, we find strong evidence for the threshold structure embodied in Model (7) with p-value being equal to 0.002. Additionally, according to the AIC values under

<table>
<thead>
<tr>
<th>Value</th>
<th>SE</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_0 )</td>
<td>20.0</td>
<td>1.33 × 10^{-1}</td>
<td>149.78</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-0.0520</td>
<td>9.17 × 10^{-3}</td>
<td>-5.67</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>0.209</td>
<td>3.86 × 10^{-2}</td>
<td>5.41</td>
</tr>
<tr>
<td>( \phi_1 )</td>
<td>0.546</td>
<td>1.43 × 10^{-1}</td>
<td>3.82</td>
</tr>
<tr>
<td>( \phi_2 )</td>
<td>-0.71</td>
<td>1.31 × 10^{-2}</td>
<td>-5.50</td>
</tr>
</tbody>
</table>

Table 3. Estimates of Model (6) for predicting walleye pollock recruitment using 1991 as the threshold year. The estimates are obtained by maximum likelihood estimation, via the arimax function in R.
Table 4. Estimates of Model (7) for predicting walleye pollock recruitment using 1991 as the threshold year. The model was fitted using the gam function of the mgcv library in R.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>SE</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta_0)</td>
<td>15.1</td>
<td>2.02</td>
<td>7.49</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(\beta_1)</td>
<td>-0.0594</td>
<td>1.14 \times 10^{-2}</td>
<td>-5.21</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>0.179</td>
<td>4.89 \times 10^{-2}</td>
<td>3.66</td>
<td>0.002</td>
</tr>
<tr>
<td>(\beta_3)</td>
<td>0.252</td>
<td>1.04 \times 10^{-1}</td>
<td>2.43</td>
<td>0.028</td>
</tr>
</tbody>
</table>

different threshold choices, the estimated threshold year is 1991.

The estimation results of Model (7) are given in Table 4. The slope of the linear arrowtooth flounder predation effect after 1991 is –0.059 (SE = 1.14 \times 10^{-2}), which indicates that a high density of flounder tends to reduce the recruitment of age-4 pollock. Meanwhile, the positive slope (\(\beta_2 = 0.179, SE = 4.89 \times 10^{-2}\)) of the linear age-1 abundance effect indicates that the higher age-1 abundance is associated with the higher recruitment level. The positive estimate \(\beta_2 = 0.252 (SE = 0.104)\) suggests that the misclassification effect overwhelms the competition and/or cannibalism from the lag-1 recruitment. The decreasing pattern in its ‘lag 2 effects’ (Fig. 8) shows that the age-4 recruitment is negatively correlated with its lag-2 recruitment, which is consistent with the mechanism underlying Eq. (4a)–(4d). The smooth function estimate \(s(y_{4,t+1})\) has 1.64 degrees of freedom, so Model (7) has about 6.64 parameters, slightly more than that of Model (6), and its residuals have 15.36 degrees of freedom.

Through the model diagnostics, we find that the residuals of Model (7) marginally satisfied the Shapiro-Wilks normality test with p-value being equal to 0.07, which was slightly higher than the 0.05 significance level. All the other assumptions of the error terms, such as the constant variance and independence, are approximately satisfied. Overall, the residual diagnostics of Model (7) are not as good as those of Model (6), although they look similar to Fig. 6, so they are not shown here. Additionally, the out-of-sample forecasts from Model (7) (dotted curve in Fig. 9) are less accurate than those from Model (6) as all of the forecasts fall outside the 95% prediction intervals (although the general predictions of weak or moderate year classes are accurate). The forecast errors (forecasts minus observations) in 2007, 2008 and 2009 equal 1.52, 0.95 and –0.71, respectively, which are larger in magnitude than their counterparts from Model (6). However, the within-sample recruitment estimation from Model (7) fits the observed recruitment data well (dashed curve in Fig. 9).

DISCUSSION

The dynamics of marine fish populations respond to many factors. One of the world’s largest fisheries, wall-eye pollock, has experienced sequential and lasting declines of populations in Puget Sound, Shelikof Strait, the Aleutian Basin and other regions in the northern Pacific Ocean, most probably due to the combined effects of climate change (Cianelli et al. 2005), shifts in community structure (Anderson & Piatt 1999, Litzow & Cianelli 2007) and possibly harvesting activity. The Gulf of Alaska population decreased to about 22% of its prefishing biomass in 2003 and is currently at 30% (Dorn et al. 2009). Under such circumstances, forecast-
ing recruitment to the population is important as the
commercial harvest takes increasingly younger mem-
bers of the population. The traditional methods of fore-
casting marine fisheries recruitment from environmen-
tal conditions during egg and larval stages have been
marginally successful due to the complexity of inter-
acting biological and environmental conditions cou-
pled with the high and variable mortality of these early
life history stages (Bailey et al. 2005, Houde 2008),
although there are exceptions (Svendsen et al. 2007).
Here we demonstrate some novel forecasting models
that are fairly successful. In our forecasting models we
start with 1 yr old juvenile walleye pollock abundance
in survey catches and examine factors that may in-
fluence their survival over the next 3 to 4 yr until
recruitment. We find that a change in the predator
community favoring an increase in the abundance of
arrowtooth flounder (a voracious predator of juvenile
pollock that has come to dominate the groundfish bio-
mass in the Gulf of Alaska in the past decade, Turnock
& Wilderbuer 2007), a strong autocorrelation effect
probably caused by year class interactions and a
threshold effect in predation that is linked with a phase
shift in environmental factors are closely coupled with
recruitment predictability. These findings represent a
new approach in forecasting recruitment success of
marine fisheries and further demonstrate the impor-
tance of predation during the juvenile stage influenc-
ing the dynamics of marine fish populations.

Recruitment of walleye pollock became decoupled
from larval mortality in the early 1990s and control
shifted to juvenile survival (Bailey 2000); a shift in com-
munity structure also occurred around the same time
that included a marked increase in the abundance of
flatfishes (Anderson & Piatt 1999), particularly arrow-
tooth flounder. In general, larval dynamics are thought
to activate variability in year class strength, whereas
predation on juveniles is thought to dampen variability
(van der Veer 1986, Bailey et al. 2005). However,
arrowtooth flounder has become an important force in
the recruitment of pollock, as this flounder is currently
the dominant groundfish species and predator in the
Gulf of Alaska ecosystem. Arrowtooth flounder bio-
mass dwarfs that of other potential predators, such as
Pacific cod Gadus macrocephalus, by about an order of
magnitude (NPFMC 2009). Generally about 40 to 50% of
the diet of adult arrowtooth flounder comprises juve-
nile walleye pollock although the exact composition
and lengths of fish preyed upon depends on availability
Shifts in community structure resulting in changes in
abundance of top predators are recognized to have
major cascading effects on lower trophic levels (Hunt
et al. 2002, Frank et al. 2005). We perceive that if
and/or when arrowtooth flounder abundance in the
GOA declines, other predators may become important
factors in juvenile pollock survival, leading to a fore-
casting strategy that includes adaptable models.

A threshold effect on the importance of arrowtooth
flounder predation on walleye pollock seems to have
occurred around the same time that control of pollock
recruitment shifted to juvenile survival. In this sense
inclusion of the threshold in the model is consonant
with the known biology. We suggest the possibility that
an increasing arrowtooth flounder population may
have been conditioned over time to locate predictable
‘hotspots’ on age-1 juvenile pollock resulting in a
phase transition, or their distribution otherwise ex-
panded at that time to overlap more with juvenile pol-
lock. Recent studies have shown that whereas age-0
pollock distributions are variable from year to year,
age-1 (Wilson 2009) and older fish distributions (Shima
et al. 2002) are relatively consistent. Alternatively an
environmental phase shift occurring around the same
time (i.e. 1989, Hollowed et al. 2001), potentially caus-
ing a shift in the overlapping distributions of predator
and prey, could be a factor (Ciannelli et al. 2005). An
environmental shift that started around 1989 was asso-
ciated with changes in a broad array of biological and
climatic factors, including enhanced summer warming
in the coastal waters of the GOA (Hare & Mantua
2000). Yet another alternative is that the acoustic gear
changed in 1992, near our threshold year, and this gear
change may have altered the log-transformed data by
some additive constant after 1992, resulting in a jump
in the intercept term; however, this effect cannot pro-
duce the piece-wise linear threshold effects described
in Models (6) and (7).

Our initial modeling efforts included an interaction
effect of temperature and arrowtooth flounder abun-
dance on walleye pollock recruitment. Although the fi-
nal model dropped the temperature interaction, it is
likely to be an important consideration in the overlap of
predators and prey, in our case its precision may have
been affected by using SST as a proxy for bottom tem-
perature (BT). In the Bering Sea arrowtooth flounder
avoid cold water (Spencer 2008). In the GOA, there is
some support that arrowtooth flounder tend to avoid
cold water; for example in colder La Niña years they are
found in warmer areas (Speckman et al. 2005). We sug-
gest that in some years arrowtooth flounder may avoid
cold water over the shelf, influencing their overlap with
juvenile pollock prey. More studies, better understand-
ing of temperature interactions and availability of bot-
tom temperature data may indicate whether tempera-
ture effects should be included in future models.

The autocorrelation among the walleye pollock
recruits included in our models reflects the pollock’s
population dynamics, which is difficult to explain but is
biologically plausible. The sometimes cyclic nature of
population dynamics is well established (e.g. Kendall et al. 1999, Stenseth et al. 2003). Cyclic variations in recruitment of marine fishes can occur on many scales, from lunar (Meekan et al. 1993) to decadal and longer cycles (Southward et al. 1988, Ravier & Fromentin 2001). Marine fish recruitment cycles with a period approximating a generation time (4 to 5 yr for walleye pollock) may result from intrapopulation interactions (Bjornstad et al. 1999, Bailey et al. 2003). In the fitted models with stochastic error terms, the dynamic cycle may be due to the competition or cannibalism effects from older pollock groups (Bjornstad et al. 1999). Walleye pollock in the Bering Sea are highly cannibalistic and there is a strong seasonality in the process (Dwyer et al. 1987) with up to 50 to 90% of the diet of adults in autumn and winter comprised of juveniles, mainly age-0 fish. There is also a high degree of cannibalism on age-1 pollock in the eastern Hokkaido Island stock of pollock (Yamamura et al. 2001). In the GAO there is little published information on seasonal changes in the diet of pollock, but in summer around 10% of the diet of adults consisted of juvenile pollock (Yang 1993, Yang et al. 2006). Competition between year classes and between adults and juveniles is also viable since a large component of the diet of both age-1 pollock and adults is comprised of copepods and euphausids. Competition between year classes is also thought to be important in recruitment of pollock off eastern Hokkaido Island (Shida et al. 2007). Autocorrelation in juvenile survival rates may also be linked to autocorrelation in environmental variables, such as zooplankton biomass in the GAO and/or competitor effects on prey (Brodeur et al. 1996, Shiomoto et al. 1997). Consequently, we believe that the autocorrelation in pollock dynamics is important to capture in forecasting models, and a better understanding of this phenomenon is needed.

The models we propose for walleye pollock recruitment forecasting are novel in the sense that they are based on indices that come after the complex egg and larval period, starting with survey estimates of age-1 juveniles. The models account for changes in community structure, such as an increasing trend in the predatory capacity of the community, and for biological causes of the observed periodicity in recruitment. In the hindcast mode, Model (6) in particular provides a very close fit to observed recruitment levels, and the forecasts for 4 yr old fish recruiting in 2007–2009 appear to be relatively accurate. This model, which has a slightly better fit than Model (7) based on AIC and adjusted R² as well as model diagnostics, accounts for the effects of age-1 abundance, the threshold effect of arrowtooth flounder abundance and autocorrelated error terms due to as yet unidentified covariates on recruitment 3 yr later. Furthermore, Model (6) provides a far superior fit (adjusted R² = 81.5%) than the simple linear regression with the log age-1 abundance as the only covariate (adjusted R² = 31.2%). Model (7) is more specific and provided insight to the possible missing covariates, including potential misclassifying ages of adult pollock (especially spillover effects of strong year classes) and predation/competition interactions among cohorts. There may be other covariates involving stock structure and spawning behavior, or competition and cannibalism (and their representation), underlying the AR(2) error structure that are not presently recognized.
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