ABSTRACT: Condition (the relationship between individual weight and length) has been researched in fisheries science for over 100 yr and is claimed to be an integrated measure of physiological status for fishes. Spatial or temporal variation in condition can contribute to otherwise unexplained variation in the relationship between spawning biomass and recruitment. Individual condition is also included in age-structured population models, which use weight at age to convert population estimates between numbers and biomass. However, no study has analyzed spatial and temporal variation in condition for multiple marine species. Here I apply recent improvements in spatial modeling to analyze coastwide variation in condition for 28 groundfishes in the California Current. I show that, on average, 22% of individual-level variation in condition can be explained via persistent (constant over time) and annually varying spatial differences in condition, and condition for many species varies 10 to 20% spatially and among years. While population density, bottom temperature, and calendar date are parsimonious descriptors of condition in several species, the sign of these coefficients varies, and their magnitude is small relative to the magnitude of residual spatial and temporal variation. Additionally, annually varying spatial differences have nearly twice the magnitude of persistent spatial differences in condition. I therefore conclude that dynamic habitat conditions contribute a substantial portion of variation in individual condition for these groundfishes. Spatial and temporal variation in condition will be important for population models that convert between numbers, fishery catch, and population biomass, and may also clarify unexplained variability in productivity for marine fishes.
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ment, information about individual condition may explain variation in the relationship between spawning stock biomass and subsequent juvenile production (‘recruitment’). Individual condition also influences the rate at which sexually mature fishes skip spawning in particular years (Burton 1994, Rideout et al. 2005). The relationship between spawning biomass and recruitment is famously variable (Hjort 1926, Cushing 1990, Thorson et al. 2014), and any information that helps to improve understanding of reproductive potential or predictions of recruitment could be helpful for management of exploited fisheries (Haltuch & Punt 2011, Morgan et al. 2011).

Fishes generally have allometric growth, e.g. a linear regression of the logarithm of weight against the logarithm of length will have a slope different (and often greater) than 3 (Froese et al. 2014). This implies that fish species often gain weight faster than would result if the relative shape and tissue density of a given individual were maintained while increasing its size (Nash et al. 2006). Recommended measures of individual condition (e.g. Le Cren’s relative condition factor, and relative weight) account for allometric growth and define individual condition via residuals around the expected allometric weight–length relationship, where methods differ in how residuals are specifically defined, estimated, and reported (Blackwell et al. 2000).

The relationship between weight and length for a population of fishes will depend upon many factors, including fish behavior, life history strategy, tactical responses to the environment (e.g. phenotypic plasticity), and multispecies interactions (Rochet 2000, Shelton et al. 2013). This complicates any simple interpretation of fish condition (Copeland et al. 2008). Condition is known to vary seasonally as food availability, temperature, and diversion of energy towards gonadal tissue for spawning influence the relative size and density of different body tissues (Le Cren 1951, Cada et al. 1987, Pope & Willis 1996, Lambert & Dutil 1997a, Pardoe et al. 2008, Vainikka et al. 2009). Laboratory studies have also documented that Atlantic cod Gadus morhua and smallmouth bass Micropterus dolomieu have increased probability of starvation when individual condition drops below a particular level, where this starvation threshold may in some cases depend upon age and temperature, among other factors (Shuter et al. 1989, Lambert & Dutil 1997b).

Researchers have previously claimed that condition is an ‘integrated measure of physiological status for fish populations’ (Murphy et al. 1990). Spatial and temporal variation in condition is routinely documented by US state agencies and used to inform the stocking rates and management of freshwater fishes (Blackwell et al. 2000). Average condition is also routinely described for marine fishes (e.g. Moutopoulos & Stergiou 2002), although descriptive analyses of marine fishes often do not include spatial or temporal variation in condition. Individual condition has been studied for some well-studied marine species, particularly in the North Atlantic, including for Greenland halibut (Junquera et al. 1999), and Atlantic cod Gadus morhua near Iceland (Pardoe et al. 2008, Pardoe & Marteinsdóttir 2009) and near Newfoundland, Canada (Morgan et al. 2010). Feeding rates and individual condition have also been studied in anadromous species, where the decision to transition from freshwater to marine stages may be informed by individual energy storage (Thorpe et al. 1998, Beakes et al. 2010). Spatial and temporal variation in fish condition has not been generally compared among multiple species of marine fishes, and this perhaps contributes to the smaller role in marine ecology for analysis of changes in condition. The absence of comparative research regarding spatial variation in condition for marine fishes is important, given that changes in individual condition could cause unexplained variation in recruitment (Marshall & Frank 1999), e.g. by causing variation in productivity that may have contributed to the collapse of Atlantic cod near Newfoundland (Lambert & Dutil 1997b).

I therefore provide the first comparison of spatial and temporal variation in condition for multiple marine species. I specifically use 9 yr of data from the California Current (US West coast, offshore from Oregon, Washington, and California) for 28 groundfish species. These species have previously been used as a reference set for testing spatial models of population densities, so spatially varying estimates of population density are available over the entire range for each species. Bottom temperature, date, and location is also available for all samples, as well as the sex, length, and weight for each sampled individual. I seek to determine (1) whether spatial and temporal variation can explain a substantial portion of observed variation in fish condition; (2) whether species density, bottom temperature, or calendar date explains spatial variation and/or fish condition for individual species; and (3) whether any of these variables have a consistent effect across species, or within groups of species with similar habitat or phylogeny. I consider a variable to have a consistent effect on these species (or a group of species that have similar habitat, phylogeny, or depth) if the variable is identified as being a parsimonious descriptor of spa-
tional and temporal variation (using model selection tools) for many of these species, and additionally if the direction of the effect is generally either positive or negative for the species for which it is selected.

METHODS

Average weight is often assumed in fisheries research to vary allometrically with length as:

\( w = \alpha l^\beta \)  \hspace{1cm} (1)

where \( w \) is weight, \( l \) is length, \( \beta \) is the allometric coefficient (\( \beta = 3 \) implies isometric growth), and \( \alpha \) is the condition coefficient. This allometric relationship in some cases is modified to allow \( \alpha \) and \( \beta \) to vary between males and females (e.g. Vainikka et al. 2009), given that females of sexually dimorphic species will generally allocate energy differently between growth, risk avoidance, and reproductive investment than males. Individual fishes often have persistent differences in growth rates and activity drivers of observed variation (Gelman 2005, Thorson & Minto in press).

I seek to include spatial variation in individual condition using information for measured covariates (i.e. population density, bottom temperature, and calendar date) as well as residual variation that is spatially correlated. The latter can arise when a habitat variable drives variation in a process (i.e. individual condition), but this variable is not directly measured (Thorson & Minto in press). I therefore partition variability into 4 components: temporal (changes in individual condition throughout the population’s range in a given year), spatial (areas with increased condition for all years), spatio-temporal (areas with increased condition in a particular year), and individual (residual variation in condition for each individual fish) variation. This partitioning has previously been advocated as a method for summarizing and synthesizing information about ecological indicators like individual condition (Larsen et al. 2001), and as a first analysis step when there are multiple hypothesized drivers of observed variation (Gelman 2005, Thorson & Minto in press).

I specifically use Gaussian random fields to account for spatially-correlated residual variation:

\[
\log(w_i) = \alpha_0 + \alpha_w S(i) + \beta_w S(i) + \epsilon_i \\
\epsilon_i \sim N(0, \sigma_w^2)
\]  \hspace{1cm} (2)

where \( w_i \) and \( l_i \) are weight and length for the \( i \)-th individual with available data, \( \alpha_0 \) is the average female condition, \( \alpha_w \) is the male offset for condition, \( S(i) \) is the sex for individual \( i \) (0 = female; 1 = male; 0.5 = unknown), \( \beta_w \) is the average female allometry, \( \beta_m \) is the male offset for allometry, \( \epsilon_i \) is residual variation, and \( \sigma_w \) is the standard deviation (in log-space) for residual variation. Eq. (2) incorporates data from males and females in one single model. Some studies have instead treated data for males and female individuals in separate models, which would be identical to Eq. (2), except that modelling each sex separately also assumes that \( \sigma_w^2 \) varies between sexes (Eq. 2 assumes an identical \( \sigma_w^2 \)). I have instead modeled differences between males and females explicitly, because I subsequently introduce additional variance parameters and coefficients representing the effect of measured covariates. Preliminary analysis indicated that estimating all spatial, temporal, and covariate effects separately for each sex leads to poor model performance (i.e. nonconvergence in some cases), and Eq. (2) provides a more parsimonious treatment that still estimates systematic differences in individual condition between males and females.

Using Eqs. (2 & 3), Le Cren’s (1951) relative condition factor can be calculated as:

\[
\log(CF_i) = \log \left( \frac{w_i}{\bar{w}} \right) 
\]  \hspace{1cm} (4)

where \( CF_i \) is condition factor for individual \( i \) relative to a standard weight \( \bar{w} \) calculated using the length of this individual (Blackwell et al. 2000, Pardoe et al. 2008). This equation identifies areas where individual weight is greater or less than the average weight for
a fish of a given size. Given the assumption that $\bar{w}$ is calculated as the average weight at age over all years and locations (i.e. $\bar{w}$ is calculated as the left-hand side of the nonspatial model in Eq. 2) and predicted weight ($w_i$) is calculated using spatial, temporal, and spatio-temporal variability (i.e. using Eq. 3), the relative condition factor can be calculated as:

$$\log(CF_i) = \log(w_i) - \log(\bar{w})$$

$$= A_{J(i)} + E_{J(i),T(i)} + d_{J(i)} + \sum_{k=1}^{n_k} \gamma_k X_{i,k}$$  

(5)

**Model estimation**

Temporal variation ($d$) in relative condition factor is estimated as a random effect:

$$d_t \sim Normal(0, \sigma_d^2)$$

(6a)

where $\sigma_d^2$ is the variance among years in relative condition factor that is explained by a year effect. Spatial variation ($A$) and spatio-temporal variation ($E$) are estimated as Gaussian random fields (GRFs):

$$A \sim GRF(0, \Sigma_A)$$

$$E_t \sim GRF(0, \Sigma_E) \text{ for all } t$$

(6b)

where $\Sigma_A$ and $\Sigma_E$ are the spatial covariances for these random fields:

$$\Sigma_A(s,s') = \sigma_A^2 \cdot \text{Matérn}(|H(s - s')|)$$

(7)

where $s$ and $s'$ are 2 spatial locations, $\sigma_A^2$ is the marginal variance of random field $A$, and $\text{Matérn}(|H(s - s')|)$ is the Matérn distance function, which calculates the correlation between samples at locations $s$ and $s'$ given their distance $|s - s'|$ after a linear transformation $H$ which accounts for geometric anisotropy (for further details see Thorson et al. 2015a). GRFs are a convenient statistical approach for implementing a 2-dimensional smoother for a response variable (in this case, individual condition) over spatial dimensions. Geometric anisotropy is included to account for the fact that locations might be less correlated when moving in one direction (i.e. inshore–offshore) than another (i.e. along the coast). GRFs are also preferable to other typical smoothers (e.g. a spline in a generalized additive model) because a GRF will revert to its expected value (e.g. $A$ and $B$ will revert to zero) in areas with little data.

For computational reasons, I use a predictive modeling framework where I approximate random fields $A$ and $E$ as being piecewise constant (Thorson et al. 2015a). This approximation requires specifying the desired number of knots ($n_k$) where any location $s(i)$ for sample $i$ will have a value for random field $A$ equal to the value of $A$ at the nearest knot $J(i)$ (and $E$ is approximated similarly). Given $n_k$, the location of each knot is determined using a $k$-means algorithm applied to the location for all available sample locations. This implies that the density of knots is proportional to the sampling intensity of the survey design used to obtain the available data. In the following, I use $n_k = 1000$, while confirming that results are qualitatively similar when increasing the number.

Fixed-effect parameters are estimated by maximizing the marginal likelihood when integrating across the probability of random effects. Nonlinear optimization is accomplished in the R statistical platform (R Core Development Team 2013), and the marginal likelihood (i.e. integrating across $A$ and $E$) is calculated using the Laplace approximation as implemented by Template Model Builder (Kristensen et al. 2014). The probability of random fields is approximated using the stochastic partial differential equation approach (Lindgren et al. 2011), as explained in detail in Thorson et al. (2015b). The code is publicly available on my website (https://github.com/James-Thorson/spatial_condition_factor) for those who are interested in replicating this analysis in other regions or for other species.

**Available data**

I apply this spatial model for relative condition factor to data for 28 groundfish species off the US West Coast. These species have been used previously as a reference set when testing spatial and index-standardization tools and include all ‘data-rich’ assessed stocks in the region as well as additional populations which have sufficient data for estimating a delta-generalized linear mixed model (Thorson & Ward 2013, 2014). These species vary in phylogeny and life history, and include flatfishes, rockfishes, round-fishes, and a chondrythian (Pacific dogfish). All species are all either demersal or exhibit both demersal and pelagic behaviors (J. Cope pers. comm. 2014). To facilitate comparison among species, I have divided all 28 species among the following groups (see Table 1): shallow shelf rockfishes, deep shelf rockfishes, slope rockfishes, nearshore flatfishes, shelf flatfishes, slope flatfishes, elasmobranchs, and roundfishes (Cope et al. 2011, Anonymous 2013). Many of these 28 species have experienced large directional trends in abundance over time (e.g. Pacific hake, see Thorson & Ward 2014 for plots), and all have spatial variation in densities. I hypothesize that bottom temperature will have a strong impact on individual con-
Covariates and model selection

I explore the ability of 3 covariates to explain spatial variation in individual condition. Each covariate corresponds to a hypothesized driver of spatial variation in condition, and is likely to explain at least some variation. I therefore use the Akaike’s information criterion (AIC; Akaike 1974) and seek to evaluate the strength of evidence that different covariates have substantial explanatory power (Burnham & Anderson 2002). In particular I include the following:

(1) Population densities: Population density is estimated for every predictive knot by a geostatistical delta-generalized linear mixed model (delta-GLMM) using a zero-inflated negative binomial distribution, applied to catch rates (in numbers) from the same data set. The delta-GLMM is similar to that described in Thorson et al. (2015a), but instead analyzes catch rates expressed in numbers rather than weight (i.e. estimated densities are expressed as numbers-per-unit-area). Population densities may be either negatively associated with condition whenever increased density leads to decreased prey densities and hence decreased feeding, or positively associated with condition whenever individuals select habitats that are conducive to increased condition.

(2) Bottom temperatures: Bottom temperature measurements are available for every sampling occasion and are appropriate as a measure of ambient temperature for these 28 species, which have either demersal or mixed demersal and pelagic habitat usage (see Table 1 for listing). Elevated water temperature is associated with increased metabolic rate, and greater metabolic rate can lead to either decreased condition if food is not available to offset increased metabolism, or increased condition if higher activity levels lead to greater food acquisition (Cada et al. 1987, Shelton et al. 2013). Even when individuals can feed to satiation, changes in ambient temperature will affect food conversion efficiency and thus will likely impact individual condition (Björnsson et al. 2001).

(3) Calendar date: The calendar date (e.g. February 15 = 46, etc.) is available for every sampling occasion, and is included to account for seasonal trends in condition. Seasonal variation in condition is well-documented for many populations (Le Cren 1951, Cada et al. 1987), although the timing and shape of variation will depend upon seasonal variation in food availability, water temperature, and spawning behaviors (among other processes).

Each of these covariates is standardized to have a mean of zero and a variance of 1 prior to inclusion in the model. This implies that $\gamma X$ (the covariate times its coefficient) has a standard deviation of $\gamma$, such that coefficients can be interpreted via comparison with the standard deviation of spatial, temporal and spatio-temporal variation, as well as that of residual variation.

RESULTS

I show estimated spatio-temporal variation in relative condition factor for English sole as a first example (Fig. 1), estimated using the spatial model that includes AIC-selected covariates. This illustrates that nearshore habitats south of Point Conception in
southern California have condition ~20% greater than average condition off Oregon and southern Washington, and that southern California condition is particularly elevated in 2003–2005. An illustration of relative condition factor for Dover sole (Fig. 2) provides a contrasting example, where nearshore habitats coastwide have condition 10 to 25% lower than offshore habitats. In this case, increased condition offshore could be explained either by plumper individuals moving offshore, or by offshore habitats being conducive to increased energy storage and hence increased condition.

Model selection shows that several species have a substantial improvement in model fit from including bottom temperature, date, and population densities. For example, sablefish has a very substantial improvement in model fit from including date and, to a lesser extent, bottom temperature ($\Delta AIC = 320.7$ relative to a model with neither variable; Table 1). Inspection of maps representing spatial variation in condition factor for sablefish (not shown) indicate almost no visible difference between models with and without covariates. The improvement in fit therefore arises from a decrease in magnitude of the residual spatial and spatio-temporal variance (spatial: $\sigma_A$ decreases from 0.030 to 0.019; spatio-temporal: $\sigma_E$ decreases from 0.042 to 0.037). This small decrease in magnitude for residual spatial and spatio-temporal
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...variation indicates that, even given selected covariates, there is considerable spatial variation that is not captured by our set of potential covariates. Other species that show a substantial improvement from including covariates (in terms of \( \Delta AIC \)) include most flatfishes (petrale, dover, arrowtooth, and English sole), shortspine thornyhead, and Pacific hake. These species share in common the fact that they are observed in a large proportion of sampling occasions, so it is not surprising that including covariates leads to a greater improvement in model fit than species with relatively little information.

Model selection indicates considerable variation regarding which covariates provide a parsimonious fit to available length-weight data for each of the 28 groundfish species (Table 1). Seven species have a model without covariates selected by AIC, and all 7 are rockfishes. Date is selected for 12/28 species, temperature is selected for 13/28, and density for 12/28, and no single combination of covariates appears to have the greatest fit (with the greatest number of species selected for the model without covariates). The sign of estimated covariates varies among species, with date being positive in 10/12 cases, temperature positive in 7/13, and density positive in 6/12 cases (Table 2). I therefore conclude that no one covariate has a consistent effect for these species, either in terms of being selected for a large number of species, or in terms of having a similar (positive or negative) effect across species.

Further examination shows that the nonspatial model (which accounts for sex-specific differences in...
Table 2. Summaries of model fit for the AIC-selected model for each individual species (see Table 1 for best fit for each species), including SD of residual variation for spatial and nonspatial models of relative condition factor, the relative magnitude of spatial and spatio-temporal variation, and the magnitude of coefficients for each covariate (the absolute value of these coefficients is approximately comparable to the SD of spatial and spatio-temporal variation). See Table 1 for definitions of groups and habitats. $T =$ temperature.

<table>
<thead>
<tr>
<th>Species</th>
<th>Group</th>
<th>Habitat</th>
<th>Variance explained Nonspatial residual SD</th>
<th>Proportion of variance explained</th>
<th>Spatial variance components</th>
<th>Covariates</th>
<th>Bottom Density</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Spatial ($\sigma_A$)</td>
<td>Temporal ($\sigma_E$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flatfishes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Spatio-temporal ($\sigma_D$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sanddab</td>
<td>NS-F</td>
<td>D</td>
<td>0.177</td>
<td>0.195</td>
<td>0.079</td>
<td>0.198</td>
<td>0.023</td>
<td>0.013</td>
</tr>
<tr>
<td>Petrale</td>
<td>SH-F</td>
<td>D</td>
<td>0.109</td>
<td>0.239</td>
<td>0.026</td>
<td>0.053</td>
<td>0.012</td>
<td>–</td>
</tr>
<tr>
<td>Arrowtooth</td>
<td>SL-F</td>
<td>D</td>
<td>0.127</td>
<td>0.290</td>
<td>0.052</td>
<td>0.046</td>
<td>0.010</td>
<td>–0.032</td>
</tr>
<tr>
<td>Dover sole</td>
<td>SL-F</td>
<td>D</td>
<td>0.107</td>
<td>0.240</td>
<td>0.031</td>
<td>0.083</td>
<td>0.011</td>
<td>–</td>
</tr>
<tr>
<td>English sole</td>
<td>SL-F</td>
<td>D</td>
<td>0.129</td>
<td>0.365</td>
<td>0.182</td>
<td>0.145</td>
<td>0.009</td>
<td>0.008</td>
</tr>
<tr>
<td>Rockfishes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Spatio-temporal ($\sigma_D$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greenspotted</td>
<td>SS-R</td>
<td>D</td>
<td>0.143</td>
<td>0.194</td>
<td>0.160</td>
<td>0.233</td>
<td>0.007</td>
<td>–</td>
</tr>
<tr>
<td>Yellowtail</td>
<td>SS-R</td>
<td>M</td>
<td>0.075</td>
<td>0.212</td>
<td>0.000</td>
<td>0.141</td>
<td>0.015</td>
<td>–</td>
</tr>
<tr>
<td>Chilipepper</td>
<td>SS-R</td>
<td>M</td>
<td>0.141</td>
<td>0.205</td>
<td>0.000</td>
<td>0.124</td>
<td>0.008</td>
<td>–0.019</td>
</tr>
<tr>
<td>Ca-ry</td>
<td>SS-R</td>
<td>M</td>
<td>0.095</td>
<td>0.200</td>
<td>0.105</td>
<td>0.157</td>
<td>0.013</td>
<td>–0.035</td>
</tr>
<tr>
<td>Yelloweye</td>
<td>SS-R</td>
<td>D</td>
<td>0.105</td>
<td>0.092</td>
<td>0.063</td>
<td>0.000</td>
<td>0.004</td>
<td>–</td>
</tr>
<tr>
<td>Halfbanded</td>
<td>SS-R</td>
<td>D</td>
<td>0.250</td>
<td>0.233</td>
<td>0.045</td>
<td>0.182</td>
<td>0.017</td>
<td>–</td>
</tr>
<tr>
<td>Darkblotched</td>
<td>DS-R</td>
<td>D</td>
<td>0.126</td>
<td>0.236</td>
<td>0.000</td>
<td>0.081</td>
<td>0.009</td>
<td>–</td>
</tr>
<tr>
<td>Greensstriped</td>
<td>DS-R</td>
<td>D</td>
<td>0.150</td>
<td>0.214</td>
<td>0.055</td>
<td>0.103</td>
<td>0.017</td>
<td>–</td>
</tr>
<tr>
<td>Widow</td>
<td>DS-R</td>
<td>D</td>
<td>0.079</td>
<td>0.249</td>
<td>0.099</td>
<td>0.129</td>
<td>0.000</td>
<td>0.015</td>
</tr>
<tr>
<td>Rosethorn</td>
<td>DS-R</td>
<td>D</td>
<td>0.148</td>
<td>0.231</td>
<td>0.392</td>
<td>0.273</td>
<td>0.018</td>
<td>0.040</td>
</tr>
<tr>
<td>Shortbelly</td>
<td>DS-R</td>
<td>M</td>
<td>0.244</td>
<td>0.332</td>
<td>0.122</td>
<td>0.411</td>
<td>0.013</td>
<td>–</td>
</tr>
<tr>
<td>Cowcod</td>
<td>DS-R</td>
<td>D</td>
<td>0.183</td>
<td>0.402</td>
<td>0.252</td>
<td>0.483</td>
<td>0.000</td>
<td>–</td>
</tr>
<tr>
<td>Bocaccio</td>
<td>DS-R</td>
<td>M</td>
<td>0.114</td>
<td>0.199</td>
<td>0.000</td>
<td>0.112</td>
<td>0.000</td>
<td>–</td>
</tr>
<tr>
<td>Sharpchin</td>
<td>DS-R</td>
<td>D</td>
<td>0.133</td>
<td>0.297</td>
<td>0.093</td>
<td>0.088</td>
<td>0.019</td>
<td>–</td>
</tr>
<tr>
<td>Shortspine thornyhead</td>
<td>SL-R</td>
<td>D</td>
<td>0.142</td>
<td>0.185</td>
<td>0.046</td>
<td>0.061</td>
<td>0.008</td>
<td>–0.012</td>
</tr>
<tr>
<td>Rougheye</td>
<td>SL-R</td>
<td>D</td>
<td>0.108</td>
<td>0.197</td>
<td>0.040</td>
<td>0.030</td>
<td>0.021</td>
<td>0.043</td>
</tr>
<tr>
<td>Pacific Ocean perch</td>
<td>SL-R</td>
<td>M</td>
<td>0.109</td>
<td>0.315</td>
<td>0.030</td>
<td>0.126</td>
<td>0.000</td>
<td>0.029</td>
</tr>
<tr>
<td>Longspine thornyhead</td>
<td>SL-R</td>
<td>D</td>
<td>0.198</td>
<td>0.122</td>
<td>0.038</td>
<td>0.077</td>
<td>0.017</td>
<td>–</td>
</tr>
<tr>
<td>Aurora</td>
<td>SL-R</td>
<td>D</td>
<td>0.124</td>
<td>0.196</td>
<td>0.037</td>
<td>0.053</td>
<td>0.008</td>
<td>–</td>
</tr>
<tr>
<td>Redbanded</td>
<td>SL-R</td>
<td>D</td>
<td>0.145</td>
<td>0.216</td>
<td>0.001</td>
<td>0.079</td>
<td>0.012</td>
<td>–</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sablefish</td>
<td>RF</td>
<td>M</td>
<td>0.109</td>
<td>0.150</td>
<td>0.019</td>
<td>0.037</td>
<td>0.007</td>
<td>–0.018</td>
</tr>
<tr>
<td>Hake</td>
<td>RF</td>
<td>M</td>
<td>0.156</td>
<td>0.238</td>
<td>0.000</td>
<td>0.087</td>
<td>0.016</td>
<td>0.014</td>
</tr>
<tr>
<td>Dogfish</td>
<td>Elas</td>
<td>M</td>
<td>0.120</td>
<td>0.205</td>
<td>0.023</td>
<td>0.073</td>
<td>0.023</td>
<td>–</td>
</tr>
</tbody>
</table>

condition and allometry) has average coefficient of variation of 13.8% (range: 7.5 to 25.0%) among the 28 groundfish species (Table 2 and Fig. 3). This represents individual-level variability, and hence includes the combined impact of measurement errors and rounding for weights measured at sea, individual variation in growth trajectory and energy storage, gonadal development, etc. The spatio-temporal model explains on average 22.0% (6.6 to 40.1%) of this variance via smooth spatial and temporal variation in relative condition factor. Flatfishes generally have a greater proportion of the variance in relative condition factor explained by spatial and temporal variation than rockfishes. This may indicate that flatfishes have greater plasticity in relative condition than do the rockfishes in this study, or it may reflect the fact that the flatfishes in this study generally have greater information to inform spatial modelling in general (as also indicated by the large $\Delta AIC$ values for flatfishes in Table 1 relative to those for rockfishes). Species explaining a large proportion of variance generally have larger marginal standard deviation for spatial variation (e.g. cowcod: $\sigma_A =$ 0.25, $\sigma_E =$ 0.48), and spatial variation is on average smaller in magnitude (average $\sigma_D$: 0.07; Table 2 and Fig. 4) than spatio-temporal variation (average $\sigma_{DE}$: 0.13). Temporal variation is generally the smallest component of variation in all species (average $\sigma_D$: 0.01), and inspection of annual residuals indicate no trends across species or species-groups. Given that covariates are standardized to have a variance of 1, the coefficient of covariates (i.e. $\gamma$) can be compared directly with the standard deviation of spa-
tial and spatio-temporal variation. This reveals that measured covariates generally have a small magnitude relative to residual variation.

**DISCUSSION**

In this study, I have shown that there is considerable spatial and temporal variation in relative condition factor for 28 marine groundfishes in the California Current. On average for these species, spatial, temporal, and spatio-temporal variation account for ~20% of total variation among individuals observed in the survey. In general, spatio-temporal variation has a larger magnitude than spatial variation for these species, and the magnitude of temporal variation generally approaches zero. I therefore conclude that dynamic habitat conditions (i.e. local environmental conditions that change over time) are associated with a substantial fraction of individual-level variation in relative condition.

Spatial variation in individual condition as identified in this study could have important implications for population dynamics and stock assessment models for marine fishes. A 20% change in weight at length between different segments of a population (e.g. as observed here for English sole) would mean that a reported quantity of fishery catch (commonly expressed in units weight) consists of 20% more/less individuals in one population segment than another. Variation in growth (measured as length at age) has received increased attention in stock assessment for marine fishes and invertebrates (Punt et al. 2013, Taylor & Methot 2013, Thorson & Minte-Vera in press), but variation in condition is not generally included in stock assessment models (Methot & Wetzel 2013). Similarly, a 20% increase in spawning biomass for a given number of individuals could contribute to significant increases in reproductive output for an age-structured population (Fitzhugh et al. 2012, Shelton et al. 2012). This increase may be greater than proportional (i.e. >20% increase in reproductive output given a 20% increase in condition) if increased individual condition leads to a decrease in the proportion of individuals that skip spawning (Rideout et al. 2005). The potential implications of spatial variation in individual condition on stock assessment models can be explored using decision analysis (e.g. management strategy evaluation; Sainsbury et al. 2000). However, decision analysis is best conducted after plausible states of nature (e.g. spatial variation in condition) have been estimated by studies such as this (Punt 2008).
While models including calendar date, population density, and bottom temperature are parsimonious for many of these groundfishes, these covariates have a small magnitude relative to the magnitude of spatial and spatio-temporal variation, and no covariate has a consistent effect across these 28 fishes (either in terms of being parsimonious for the majority of species, or in terms of having a consistent positive or negative sign of the estimated coefficient). I therefore conclude that much of the spatial and spatio-temporal variation in condition remains unexplained by bottom temperature, date, and population densities. I hypothesize that estimated spatial and temporal variation could be caused by multispecies interactions (e.g. competition with other species with similar feeding habits) that must be modeled in a species-specific manner, or correlated with other measures of oceanographic conditions (e.g. surface temperature as an index of upwelling strength; Barth et al. 2007). However, testing the impact of competitors will require additional life history research, given that a list of likely competitors is not available for each species in this data set. I therefore suggest that future research use existing trophic and diet information to identify which species are competitors, and explore density of competitors as a potential covariate.

Individual condition (the relationship between weight and length) is one component of the larger study of individual growth. Growth arises from a complex process that includes reproductive strategy and plastic responses to an individual’s environment (tactics; Rochet 2000). In particular, growth involves optimizing allocation of energy between activity, survival, reproductive output, and investment in future reproduction (Jørgensen et al. 2006, Beakes et al. 2010, Charnov et al. 2013), as well as the behavioral trade-off between energy acquisition and feeding success (Shelton et al. 2013). Growth (the relationship between weight, length, and age) could be jointly modeled in a spatio-temporal framework, and a joint analysis would help elucidate whether spatial variation in condition (the weight-at-length relationship) is associated with similar spatial variation in growth (i.e. the length-at-age relationship).

In this study, I therefore seek to initiate a larger investigation into spatial and spatio-temporal variation in growth of marine fishes. Towards this end, I have made the spatial modelling code available publicly (see ‘Methods’ section), which can be used to replicate this analysis in other oceanographic regions or for additional species. Spatial variation in condition has implications for state-dependent life history theory, where increased condition may contribute to variation observed in the relationship between spawning potential and subsequent recruitment. This relationship is highly variable (Thorson et al. 2014), although some of the variation may be explainable via age-structured processes (Shelton et al. 2012) or by including additional details regarding parental condition (Lambert & Dutil 1997b, Marshall & Frank 1999, Morgan et al. 2011). In particular, variation in individual condition may contribute to observed variation in spawning frequency for fishes that either skip spawning in some years (Rideout et al. 2005, Jørgensen et al. 2006), or spawn multiple times in a single year (Fitzhugh et al. 2012). Therefore, spatial analysis of variation in growth (length at age) and condition (weight at length) may prove important in quantifying the impact of fishing on fish populations.

However, I agree with previous authors in concluding that the interpretation of individual condition is complicated and fraught (Le Cren 1951, Copeland et al. 2008). In particular, ambient temperature, density, and calendar date can each be argued a priori to have a potentially positive or negative impact on individual condition, depending upon the environmental conditions and behavioral responses of the population. Conversely, an observed pattern in individual condition can be attributed to many possible mechanisms. I therefore argue that observational analysis of spatial variation in condition must be complemented by detailed analysis at other scales, for example using small-scale observation of individual behaviors in wild or controlled conditions, before putative mechanisms can be evaluated definitely (Thorson et al. 2015c).

Finally, this study illustrates the increasing feasibility of spatial analysis of fish demographics due to new computational and statistical tools (Lindgren et al. 2011, Kristensen et al. 2014). Spatial models can be used to infer habitat preferences (Shelton et al. 2014), density dependence (Thorson et al. 2015b), and species interactions (Ovaskainen et al. 2010). Spatial models can also be estimated with increasing demographic detail, where individual-level processes (growth, survival, and maturity) can be estimated as varying over large spatial scales. I predict that spatial models will continue to grow in importance for descriptive analyses such as this, e.g. because proper detection of density dependence requires accounting for spatial variation in population densities (Ray & Hastings 1996, Michalsen et al. 1998, Thorson et al. 2015b). Improvements in spatial analysis methods will likely offer new insights into long-standing questions in fisheries science, such as variation in individual condition (Le Cren 1951).
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