INTRODUCTION

Estuaries are some of the most anthropogenically altered ecosystems worldwide, which is in large part due to their historical importance as maritime ports (Cooper & Brush 1993, de Jonge et al. 1994, Cloern 2001, Boesch 2002). Many of the initial human impacts included direct alterations via deforestation, wetland drainage, river damming, water diversion, and channel dredging (Dynesius & Nilsson 1994, Lotze 2010). During the early- and mid-20th century, large-scale production and application of commercial fertilizer initiated the cultural eutrophication of marine systems in Europe, North America, and parts of Asia (Brush & Davis 1984, Nixon 1995, Richardson & Heilmann 1995, Howarth & Marino 2006, Brush 2009). From this period forward, coastal systems worldwide were directly influenced by continued pollution, and elevated rates of organic matter, nutrient, and sediment loading (Goldberg et al. 1978, Brush & Davis 1984, Zimmerman & Canuel 2000, Kemp et al. 2005). More recently, these systems have been subject to another more indirect human influence, a warming climate (Nixon et al. 2009, Smith et al. 2010, Doney et al. 2012). Over the past century, atmospheric temperatures have increased globally by 0.74°C (IPCC 2007), while mean ocean surface temperatures have increased by 0.31°C since 1950 (Levitus et al. 2000).
The effect of a warming climate and the associated ecological responses are often difficult to quantify due to seasonal and interannual variability, as well as unrelated, concurrent ecological changes (Murdoch et al. 2000, Scavia et al. 2002, Oviatt 2004, Cloern & Jassby 2008, Whitehead et al. 2009). The physical response of temperate estuaries to warming will likely result in higher rates of evaporation, reduced dissolved oxygen saturation, and seasonal changes in precipitation and stratification (Gibson & Najjar 2000, Najjar et al. 2010, Cloern et al. 2011). These changes, together with enhanced metabolic rates due to elevated temperatures, will modify the cycling of nutrients and organic matter, and have the potential to alter the timing and community composition of phytoplankton blooms (Oviatt et al. 2002, Edwards & Richardson 2004, Pærl & Huisman 2008, 2009, Nixon et al. 2009, Canuel et al. 2012, Pærl & Otten 2013). The effect of these ecological shifts is still largely unknown; however, it is likely that rates of primary production will change with warming temperatures, which have been cited as a potential factor causing the decline of the winter–spring phytoplankton bloom and reduced rates of annual primary production in Narragansett Bay, RI (Oviatt et al. 2002, Nixon et al. 2009). However, the system-level response is complex and will likely vary between systems (Canuel et al. 2012, Doney et al. 2012).

Increasing temperatures also have the potential to decrease net ecosystem metabolism (NEM = production − respiration) and enhance the degree of net heterotrophy in coastal systems given the strong dependence of pelagic and sediment respiration on temperature (Caffrey 2004, Hopkinson & Smith 2005) and the greater sensitivity of respiration to temperature compared to production (López-Urrutia et al. 2006, O’Connor et al. 2009). O’Connor et al. (2009) demonstrated that increasing temperature could result in increased primary productivity, decreased total biomass, stronger consumer control, and a shift in pelagic food web structure. However, this response was limited to nutrient-enriched treatments, indicating an interaction between enrichment and temperature.

Warming temperatures also have the potential to complicate ongoing efforts to restore estuaries through nutrient load reductions (e.g. US EPA 2010, Moss et al. 2011, Meier et al. 2012, Neumann et al. 2012). This may be especially true in the relatively shallow tributary estuaries that flow into Chesapeake Bay (CB), including the York River Estuary (YRE) (Fig. 1). The response of tributary estuaries to a warming climate will likely be complicated given the complex cycling of nutrients, the presence of extensive photic shoals—which leads to enhanced benthic–pelagic coupling and benthic primary production by microphytobenthos (MPB)—and the importance of allochthonous inputs of labile organic matter from the watershed and via estuarine circulation (Boynton et al. 1995, Testa et al. 2008, Lake et al. 2013). The development of hypoxia in the YRE has been linked to both watershed nutrient inputs and the advection of water rich in nutrients and organic matter from the mainstem CB, along with variable physical mixing processes (Haas 1977, Kuo & Neilson 1987, Sharples et al. 1994). A recent analysis indicated that different regions of the YRE will require different management efforts to reduce hypoxia, with localized watershed load reductions improving conditions up-estuary and more regionally driven reductions from CB having the greatest impact in the lower estuary (Lake & Brush 2015). Given the many potential impacts of climatic warming on metabolic rate processes, it is likely that external load reductions will need to be increased to achieve the same level of improvement under a warming climate.

The purpose of the present study was to utilize a parsimonious, reduced-complexity model recently developed for the YRE (Fig. 2) to predict the effect of climate warming on the ecosystem. The specific objectives were to: (1) examine how primary production and respiration respond to warmer climate conditions, (2) quantify temporal and spatial changes in hypoxia, and (3) expand the previous analysis of external load reductions to include the interactive effects of these reductions with a warming climate. While the effect of climate change on the YRE will not be limited to increasing temperatures, but will also include effects of increased precipitation, storminess, and sea level rise (Najjar et al. 2010), our purpose here is to begin with the first-order effect of temperature and its interactions with external loading on ecosystem function and development of hypoxia.

**METHODS**

**Site description**

The YRE was divided into a series of 8 boxes along the axis (Fig. 1, Table 1). These regions were designated based on long-term water quality monitoring by the US Environmental Protection Agency (EPA) Chesapeake Bay Program (CBP) and the presence of hypoxia during monitoring surveys (see Lake et al.
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The 2 upstream oligohaline sites (Boxes 1 and 2) are located within the lower Mattaponi and Pamunkey Rivers, respectively. Boxes 3 and 4 are located in the low-mesohaline region, while Boxes 5 and 6 are located in the high-mesohaline portion of the estuary, which is typically characterized as having little to no signs of hypoxia. The 2 downstream polyhaline regions (Boxes 7 and 8) are subject to periodic hypoxia throughout the summer (Kuo & Neilson 1987, Kuo et al. 1993, Lake et al. 2013).

Table 1. Spatial dimensions of box model segments in the York River Estuary. All area (m²) and volume (m³) values are expressed ×10⁶. All values are relative to mean sea level.

<table>
<thead>
<tr>
<th>Box</th>
<th>Surface area (m²)</th>
<th>Volume (m³)</th>
<th>Mean depth (m)</th>
<th>Pycnocline depth (m)</th>
<th>Above pycnocline Sediment area (m²)</th>
<th>Volume (m³)</th>
<th>Mean depth (m)</th>
<th>Below pycnocline Sediment area (m²)</th>
<th>Volume (m³)</th>
<th>Mean depth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.3</td>
<td>11.9</td>
<td>2.7</td>
<td>4.0</td>
<td>3.4</td>
<td>10.4</td>
<td>2.4</td>
<td>0.9</td>
<td>1.5</td>
<td>5.6</td>
</tr>
<tr>
<td>2</td>
<td>8.7</td>
<td>24.9</td>
<td>2.9</td>
<td>4.0</td>
<td>6.5</td>
<td>22.4</td>
<td>2.6</td>
<td>2.2</td>
<td>2.6</td>
<td>5.2</td>
</tr>
<tr>
<td>3</td>
<td>20.9</td>
<td>51.6</td>
<td>2.5</td>
<td>5.0</td>
<td>17.5</td>
<td>47.1</td>
<td>2.3</td>
<td>3.4</td>
<td>4.4</td>
<td>6.3</td>
</tr>
<tr>
<td>4</td>
<td>24.3</td>
<td>81.4</td>
<td>3.4</td>
<td>5.0</td>
<td>16.9</td>
<td>67.2</td>
<td>2.8</td>
<td>7.4</td>
<td>14.2</td>
<td>6.9</td>
</tr>
<tr>
<td>5</td>
<td>31.1</td>
<td>105.7</td>
<td>3.4</td>
<td>5.0</td>
<td>24.3</td>
<td>92.2</td>
<td>3.0</td>
<td>6.8</td>
<td>13.6</td>
<td>7.0</td>
</tr>
<tr>
<td>6</td>
<td>24.9</td>
<td>107.1</td>
<td>4.3</td>
<td>5.0</td>
<td>15.9</td>
<td>69.6</td>
<td>2.8</td>
<td>9.0</td>
<td>37.5</td>
<td>9.2</td>
</tr>
<tr>
<td>7</td>
<td>11.6</td>
<td>80.3</td>
<td>6.9</td>
<td>9.0</td>
<td>7.0</td>
<td>60.1</td>
<td>5.2</td>
<td>4.6</td>
<td>20.1</td>
<td>13.4</td>
</tr>
<tr>
<td>8</td>
<td>33.2</td>
<td>236.6</td>
<td>7.1</td>
<td>9.0</td>
<td>20.6</td>
<td>179.2</td>
<td>5.4</td>
<td>12.6</td>
<td>57.4</td>
<td>13.6</td>
</tr>
</tbody>
</table>
Linkage between air and water temperature

Current predictions of temperature increases for the CB region are for air (i.e. 1.1°C by 2039, 2.3°C by 2069, and 3.9°C by 2100; Najjar et al. 2009). While Najjar et al. (2010) did not directly estimate the effect that increasing air temperatures would have on water temperatures, they noted a positive correlation between water temperatures in CB and regional atmospheric and ocean temperatures measured in previous studies, and suggested that these climate model projections could be applied directly to CB. To further assess this relationship, measurements made in the lower CB and throughout the YRE were used to develop regressions relating air temperatures to surface and bottom water temperatures for use in the model. CB water temperature measurements from 1949 to 1982 and 1984 to 2012 were downloaded from the CBP website (www.chesapeakebay.net). Measurements made in the polyhaline CB from 1949 to 1982 were organized into 2 depth segments: surface water and bottom water. Similarly, measurements from 1984 to 2012 were sorted into surface and bottom measurements for the polyhaline CB and YRE box model regions 1–3 and 4–8. These water temperature measurements were then paired with mean monthly air temperature measurements from Norfolk International Airport, downloaded from the NOAA National Climatic Data Center (www.ncdc.noaa.gov/oa/ncdc.html).

Reduced-complexity eutrophication model

Lake & Brush (2015) adapted a model to the YRE that combines the benefits of both empirical and
mechanistic modeling approaches into a reduced-complexity, shallow marine ecosystem model (Brush 2002, 2004, Brush et al. 2002, Brush & Brawley 2009). This approach includes only those state variables and rate processes of primary importance to the process of estuarine eutrophication, and integrates robust empirical relationships that have been shown to apply across a wide range of temperate estuaries to predict key rate processes. State variables include the biomass of phytoplankton and MPB simulated in carbon (C) units, with nitrogen (N), phosphorus (P), and chlorophyll a (chl a) biomass computed stoichiometrically, water column pools of labile organic carbon (C_{WC}) and its associated N and P, dissolved inorganic nitrogen (DIN) and phosphorus (DIP), dissolved oxygen (DO or O_2), and the pool of recently deposited, labile organic carbon in the sediments (C_{SED}) and its associated nitrogen and phosphorus (Fig. 2). The model was applied to the YRE from January 2007 to December 2010, using a time step of 90 min (dt = 0.0625 d). Full details regarding model formulations and specific calibration to the YRE can be found in Lake & Brush (2015) and related publications (Brush 2002, 2004, Brush et al. 2002, Brush & Brawley 2009). The following paragraphs briefly outline the major components of the model and highlight the key processes that are temperature-dependent given the focus of this paper on climatic warming; these have been highlighted in Fig. 2 and are summarized in Tables S1 and S2 in the Supplement (see www.int-res.com/articles/suppl/m538p081_supp.pdf).

Phytoplankton biomass is simulated as a single aggregated pool, with net primary production (NPP; net organic matter production by autotrophic organisms) computed using a temperature-dependent version of a ‘light × biomass’ (BZI) model (see Brush et al. 2002, Brush & Brawley 2009). The benefit of this approach is that the empirical BZI models are rooted in direct measurements (^{14}C) of productivity that have been shown to apply across a wide range of systems, and produce predicted rates directly comparable to observations (i.e. g C m^{-2} d^{-1} rather than growth rates). The potential rate of NPP predicted by the BZI formulation is limited by the availability of DIN and DIP at each time step. Phytoplankton biomass is lost to physical exchanges and heterotrophic processes within the water column and sediments; the latter are exponential functions of temperature. In an effort to reduce model uncertainty and eliminate loosely constrained parameters, a single aggregated term for pelagic heterotrophic consumption was utilized, which computes planktonic community respiration (PCR) as a function of temperature and moving-average chl a biomass. This term incorporates phytoplankton respiration, planktonic grazing, and subsequent respiration by the grazer and microbial community, ties the rate of PCR to two of its dominant controls (i.e. temperature and chl a; Hopkinson & Smith 2005), and utilizes the moving average chl a biomass to incorporate lag times typical of heterotrophic processes. An empirically based, system-level relationship between annual sediment carbon remineralization and total annual carbon input from primary production and allochthonous inputs was used to estimate the flux of organic carbon reaching the sediment surface (Nixon 1986). Respiration of this labile carbon pool is driven as an exponential function of temperature.

MPB are simulated with a recently developed sub-model (Lake & Brush 2015), where MPB production and respiration are simulated as a function of temperature and irradiance at depth. Nutrient limitation was not included since MPB have the ability to obtain nutrients from overlying water as well as pore water within the sediments. Respiratory consumption of allochthonous organic matter inputs follows the same temperature dependence as PCR. All production and respiration functions described above stoichiometrically produce or consume DO, DIN, and DIP, so these cycling rates are also dependent on temperature. Potential denitrification rates were computed as a temperature-dependent fraction of the modeled DIN concentration. This potential denitrification rate was reduced using a denitrification efficiency function under low oxygen conditions to account for a reduction in coupled nitrification-denitrification and the resulting increase in the release of NH_4^+, as described by Lake & Brush (2015). Modeled denitrification rates were calibrated to measurements made in multiple CB tributaries including the YRE (Kana et al. 1998, 2006, Boynton et al. 2008, Cornwall & Owens 2011). Finally, air-sea diffusion of oxygen is computed as a function of wind speed and the concentration at saturation, which is in turn a function of water temperature and salinity.

The ecosystem model is coupled to an Officer (1980) 2-layer box model, which computes both gravitational circulation (advective) and tidal (non-advective) volumetric exchanges among the spatial elements as a function of forced salinity and freshwater inputs. The model was implemented in 8 boxes along the axis of the estuary as described above, each with a surface and bottom layer. While box models necessarily lose spatial resolution compared to higher resolution 3-D hydrodynamic models, they nonetheless reproduce typical down-estuary and sur-
face-to-bottom gradients, operate at the typical scale of available monitoring data (e.g. Fig. 1), are driven by exchanges that are constrained by observations, and enable fast run times, which makes possible the multiple runs required for adequate calibration, sensitivity analysis, and forecasting scenarios. Recent work has confirmed the utility of boxed approaches (Ménesguen et al. 2007, Testa & Kemp 2008, Kremer et al. 2010).

An extensive sensitivity analysis was conducted on the original version of the model by varying all parameters ±20% or within typical ranges (Brush 2002). Results indicated sensitivity, defined as median percent change in state variables by 10% or more relative to the calibration run, to a limited number of parameters, including the C:chl_α ratio, intercept of the relationship between temperature and slope of the BZI function, zero degree intercept and exponent of the relationship between temperature and water column respiration, fraction of NPP deposited to the sediments, averaging time for freshwater inputs in the Officer box model, and averaging time for phytoplankton biomass in the calculation of pelagic heterotrophic processes. Changes in C:chl_α produced changes to simulated chl_α biomass by 37%; other parameters affected various aspects of model output by 10–18%, but no parameters affected predicted oxygen concentrations by more than 10%. All but the last parameter were either constrained by available data or were constrained during the current calibration to match observed rate processes (e.g. water column respiration).

**RESULTS AND DISCUSSION**

**Linkage between air and water temperature**

Our analysis confirmed that atmospheric temperatures can be used to estimate surface and bottom water temperatures in the CB and YRE with an approximately 1:1 correspondence (Fig. 3), at least within the range of recent atmospheric conditions, as suggested by Najjar et al. (2010). Future climate change may alter the linkage between air and water temperatures due to a number of potential feedbacks including changes in wind speed and duration, and increased density stratification resulting from elevated freshwater delivery. Some of these processes have been suggested as important factors modulating oxygen conditions in other climate modeling studies (Meier et al. 2011, 2012, Bruce et al. 2014). However, since a more detailed relationship based on hydrodynamic models is not available for the CB and its tributary estuaries, the present study utilized these strong positive correlations for all climate scenarios.

**Model skill**

Lake & Brush (2015) calibrated the model to available observations from 2007 to 2010. Model predictions of phytoplankton chl_α and DO followed the measurements made by the CBP within all boxes, throughout all 4 years (Fig. 4a–c and g–i, respec-
The percent error observed between measured chl-a concentrations and modeled values was relatively low for the system as a whole (11.2%), and lower for Boxes 5–8 (5.4%), where hypoxia occurs. The model captured the seasonal cycle of DO, along with shorter-term oscillations measured during the summers of 2007 and 2008 using an Acrobat™ tow body (Sea Sciences, Inc.). Acrobat™ sensors collected spatially referenced water quality data 4 times per second with a horizontal resolution of 6–8 m and a vertical resolution of 5–10 cm, for a total of 40,000–50,000 data scans per survey. Additional sampling and calibration details can be found in Lake et al. (2013). The absolute error associated with bottom water DO in Boxes 5–8 was less than 0.5 mg O₂ l⁻¹ (0.33). Modeled DIN concentrations were within the range of measurements made by the CBP and followed the overall seasonal cycles (Fig. 4d–f). The absolute error between modeled and measured surface water concentrations was less than 0.05 g m⁻³. Predicted phytoplankton NPP was within the range of values from metabolic experiments conducted in 2008 (Lake et al. 2013) and previous studies in the CB (Smith & Kemp 1995, Harding et al. 2002), although the model slightly underestimated some of the higher rates measured in Boxes 7 and 8 (Fig. 4k,l). Surface water respiration was also within the range of rates from Lake et al. (2013) for Boxes 5 and 6, and within
the lower range for Boxes 7 and 8. Bottom water respiration rates (Fig. 4m–o) and shoal and deep channel sediment respiration rates were all within the range of rates from Lake et al. (2013), with an absolute error of 0.09, 0.09, and 0.04 g C m$^{-2}$ d$^{-1}$, respectively. Deep channel sediment respiration rates overlapped the range reported by Cowan & Boynton (1996) for the lower CB. Additional details related to model calibration and skill assessment can be found in Lake & Brush (2015).
**Predicted ecosystem function under a warmer climate**

Temporal changes in phytoplankton NPP

This analysis focused on simulated changes in phytoplankton rather than MPB NPP, since a recent budget indicated that phytoplankton are typically responsible for more than 90% of primary productivity in the YRE during summer (Lake et al. 2013), which is similar to the phytoplankton contribution for the mainstem Chesapeake Bay (Kemp et al. 2005). Simulated phytoplankton NPP displayed differing responses with respect to season and location under warmer temperatures. First, NPP was predicted to increase during the winter (December – February) and spring (March – May) throughout most of the estuary under all elevated temperature scenarios (Fig. 5a,b, Table 2). The increase in winter–spring production throughout the YRE was a response of not only temperature-dependent NPP, but also higher phytoplankton biomass and increased respiratory rates that led to higher surface water nutrient concentrations through remineralization of labile organic matter. These results are similar to those from other recent modeling studies in the Baltic Sea that reported an intensification of internal nutrient cycling, blooms, and primary production resulting from increased loading rates and temperature-dependent biochemical rate processes under future climate scenarios (Meier et al. 2011, 2012, Neumann et al. 2012). Second, the upper estuary (Boxes 1–3) continued to display increased phytoplankton NPP with increasing temperature during the summer and fall, while rates of NPP in the middle and lower estuary (Boxes 4–5 and 6–8, respectively) decreased with increasing temperature (Fig. 5c,d, Table 2).

Model simulations also indicated a temporal shift of maximum spring phytoplankton NPP and chl a concentrations when temperatures were raised above +1°C, where the spring bloom began 2 wk earlier under the +5°C scenario in the upper estuary compared to current conditions. This response was a result of increased production earlier in the spring due to warmer temperatures, and a negative feedback in May as warmer temperatures increased simulated pelagic heterotrophic consumption, which includes both respiration and grazing. Lewandowska & Sommer (2010) noted a similar result using mesocosms to investigate the effects of climate warming and light availability on phytoplankton, where phytoplankton blooms began approximately 1 wk earlier under warmer temperatures (+6°C) compared to ambient conditions. These authors also reported a similar response using monitoring data from the western Baltic Sea, in which spring blooms occurred 1 to 2 wk earlier following warmer winters. Warming temperatures have also been cited as a potential factor causing the decline of the typical winter–spring phytoplankton bloom and reduced rates of annual primary production in Narragansett Bay, RI (Oviatt et

Warmer temperatures will likely increase consumption by herbivores faster than increasing rates of NPP, strengthening top-down control on phytoplankton (O’Connor et al. 2009, Lewandowska & Sommer 2010, Paul et al. 2015). Zooplankton grazing, while not directly accounted for in the model, is included in the aggregated formulation for pelagic heterotrophic consumption and could potentially be important in terminating spring blooms under warmer climate conditions, as warmer winter temperatures may allow these species to grow faster and reproduce earlier in the season (Oviatt 2004, Sommer & Lewandowska 2011). Warmer winter temperatures could have an even more complex effect on top-down predation, as species such as copepods, ctenophores, and finfish that are normally relatively inactive during cooler winters could instead remain active preying on eggs, larvae, and zooplankton, or warmer water species could extend their range and seasonal distribution (Keller & Klein-MacPhee 2000, Sullivan et al. 2001, Oviatt 2004, Harley et al. 2006, Mackas et al. 2007, Doney et al. 2012, George et al. 2015).

Model simulations indicated that relatively more organic material will be fixed into phytoplankton biomass in the upper YRE and subsequently advected down-estuary under warmer temperatures, while less phytoplankton biomass will be produced in the lower YRE. The water column and benthic communities in both of these regions will likely be affected by this change in NPP. A reduction of organic matter reaching the benthos may reduce benthic metabolism, nutrient regeneration, and alter whether the sediments act as a net source or sink of nitrogen to the overlying water column (Fulweiler et al. 2007, Nixon et al. 2009, Fulweiler & Heiss 2014). Warmer mean winter temperatures have been directly correlated with lower mean monthly phytoplankton bloom biomass in other coastal systems (Oviatt et al. 2002), potentially supplying less organic matter to higher trophic levels, specifically benthic detrivores that rely on organic carbon deposited during intense blooms (Nixon et al. 2009). Indeed, phytoplankton primary production appears to be tightly linked to macrabortch biomass in cross-system comparisons (Herman et al. 1999, Hagy 2002, Kemp et al. 2005). Additionally, changes in phytoplankton bloom communities to smaller, less-nutritious species have been suggested as a factor reducing bivalve growth and reproductive rates (Tracey et al. 1988).

<table>
<thead>
<tr>
<th></th>
<th>Oligohaline</th>
<th>Low mesohaline</th>
<th>High mesohaline</th>
<th>Polyhaline</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>0.05 (0.00–0.39)</td>
<td>0.13 (0.00–0.49)</td>
<td>0.16 (0.00–0.68)</td>
<td>0.21 (0.00–0.79)</td>
</tr>
<tr>
<td>Spring</td>
<td>0.17 (0.00–1.21)</td>
<td>0.51 (0.02–2.17)</td>
<td>0.64 (0.03–2.43)</td>
<td>0.88 (0.04–3.64)</td>
</tr>
<tr>
<td>Summer</td>
<td>0.55 (0.08–1.82)</td>
<td>0.68 (0.10–2.19)</td>
<td>0.85 (0.03–2.57)</td>
<td>0.88 (0.00–3.34)</td>
</tr>
<tr>
<td>Fall</td>
<td>0.28 (0.00–1.25)</td>
<td>0.26 (0.00–0.75)</td>
<td>0.36 (0.00–1.35)</td>
<td>0.37 (0.01–0.99)</td>
</tr>
<tr>
<td><strong>+1°C</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>0.05 (0.00–0.43)</td>
<td>0.14 (0.00–0.52)</td>
<td>0.17 (0.00–0.72)</td>
<td>0.22 (0.00–0.83)</td>
</tr>
<tr>
<td>Spring</td>
<td>0.17 (0.00–1.24)</td>
<td>0.54 (0.02–2.25)</td>
<td>0.67 (0.03–2.60)</td>
<td>0.92 (0.05–3.72)</td>
</tr>
<tr>
<td>Summer</td>
<td>0.58 (0.06–1.88)</td>
<td>0.69 (0.08–2.33)</td>
<td>0.79 (0.00–2.57)</td>
<td>0.79 (0.00–3.48)</td>
</tr>
<tr>
<td>Fall</td>
<td>0.30 (0.00–1.35)</td>
<td>0.27 (0.00–0.79)</td>
<td>0.33 (0.00–1.12)</td>
<td>0.34 (0.01–0.84)</td>
</tr>
<tr>
<td><strong>+2°C</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>0.05 (0.00–0.47)</td>
<td>0.14 (0.00–0.56)</td>
<td>0.17 (0.00–0.77)</td>
<td>0.23 (0.00–0.87)</td>
</tr>
<tr>
<td>Spring</td>
<td>0.18 (0.00–1.44)</td>
<td>0.56 (0.02–2.23)</td>
<td>0.70 (0.03–2.81)</td>
<td>0.94 (0.05–3.65)</td>
</tr>
<tr>
<td>Summer</td>
<td>0.61 (0.04–2.02)</td>
<td>0.70 (0.00–2.43)</td>
<td>0.77 (0.00–2.66)</td>
<td>0.72 (0.00–3.63)</td>
</tr>
<tr>
<td>Fall</td>
<td>0.32 (0.00–1.38)</td>
<td>0.27 (0.00–0.84)</td>
<td>0.31 (0.00–1.19)</td>
<td>0.31 (0.01–0.81)</td>
</tr>
<tr>
<td><strong>+3°C</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>0.06 (0.00–0.51)</td>
<td>0.15 (0.00–0.60)</td>
<td>0.18 (0.00–0.82)</td>
<td>0.24 (0.00–0.91)</td>
</tr>
<tr>
<td>Spring</td>
<td>0.19 (0.00–1.51)</td>
<td>0.58 (0.02–2.54)</td>
<td>0.71 (0.03–2.88)</td>
<td>0.93 (0.05–3.68)</td>
</tr>
<tr>
<td>Summer</td>
<td>0.65 (0.03–2.09)</td>
<td>0.71 (0.00–2.75)</td>
<td>0.69 (0.00–3.20)</td>
<td>0.63 (0.00–3.74)</td>
</tr>
<tr>
<td>Fall</td>
<td>0.33 (0.00–1.43)</td>
<td>0.26 (0.00–0.87)</td>
<td>0.28 (0.00–1.20)</td>
<td>0.29 (0.01–0.76)</td>
</tr>
<tr>
<td><strong>+5°C</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>0.06 (0.00–0.62)</td>
<td>0.16 (0.00–0.69)</td>
<td>0.19 (0.00–0.92)</td>
<td>0.25 (0.00–0.99)</td>
</tr>
<tr>
<td>Spring</td>
<td>0.20 (0.00–1.72)</td>
<td>0.58 (0.01–2.33)</td>
<td>0.67 (0.00–2.97)</td>
<td>0.87 (0.04–3.56)</td>
</tr>
<tr>
<td>Summer</td>
<td>0.73 (0.01–2.85)</td>
<td>0.68 (0.00–2.88)</td>
<td>0.54 (0.00–3.36)</td>
<td>0.48 (0.00–3.42)</td>
</tr>
<tr>
<td>Fall</td>
<td>0.35 (0.00–1.48)</td>
<td>0.26 (0.00–0.91)</td>
<td>0.24 (0.00–1.21)</td>
<td>0.25 (0.01–0.68)</td>
</tr>
</tbody>
</table>
When predicted changes in phytoplankton NPP were combined with simulated MPB production and water column and sediment respiration, results indicated an increase in NEM under warmer temperatures in the upper estuary throughout the year, while NEM in the lower estuary decreased (Fig. 6, Table 3). The percent reductions in NEM in the lower estuary do not necessarily indicate that NEM became heterotrophic. This was the case during limited time periods in some boxes, but on a seasonal basis the effect

Table 3. Modeled estimates of net ecosystem metabolism for 4 regions in the York River Estuary. Seasonal means and ranges (parentheses) are in g C m$^{-2}$ d$^{-1}$. Seasonal values are reported for winter (December to February), spring (March to May), summer (June to August) and fall (September to November). CC: current conditions

<table>
<thead>
<tr>
<th></th>
<th>Oligohaline</th>
<th>Low mesohaline</th>
<th>High mesohaline</th>
<th>Polyhaline</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>Winter 0.07 (-0.12−0.30)</td>
<td>0.19 (-0.16−0.63)</td>
<td>0.21 (-0.17−0.69)</td>
<td>0.18 (-0.34−0.61)</td>
</tr>
<tr>
<td></td>
<td>Spring 0.18 (-0.14−0.94)</td>
<td>0.38 (-0.55−2.11)</td>
<td>0.40 (-0.59−1.99)</td>
<td>0.44 (-1.13−2.23)</td>
</tr>
<tr>
<td></td>
<td>Summer 0.32 (-0.24−1.11)</td>
<td>0.38 (-0.71−1.83)</td>
<td>0.40 (-0.94−1.68)</td>
<td>0.29 (-1.74−2.03)</td>
</tr>
<tr>
<td></td>
<td>Fall 0.18 (-0.35−0.89)</td>
<td>0.29 (-0.26−0.65)</td>
<td>0.32 (-0.31−0.97)</td>
<td>0.19 (-0.67−0.69)</td>
</tr>
<tr>
<td>+1°C</td>
<td>Winter 0.07 (-0.13−0.32)</td>
<td>0.19 (-0.17−0.66)</td>
<td>0.21 (-0.18−0.72)</td>
<td>0.17 (-0.37−0.62)</td>
</tr>
<tr>
<td></td>
<td>Spring 0.18 (-0.15−0.93)</td>
<td>0.39 (-0.60−2.16)</td>
<td>0.41 (-0.66−2.11)</td>
<td>0.44 (-1.24−2.30)</td>
</tr>
<tr>
<td></td>
<td>Summer 0.33 (-0.27−1.23)</td>
<td>0.38 (-0.85−1.97)</td>
<td>0.38 (-1.13−1.63)</td>
<td>0.24 (-1.97−1.92)</td>
</tr>
<tr>
<td></td>
<td>Fall 0.18 (-0.39−1.00)</td>
<td>0.29 (-0.25−0.68)</td>
<td>0.32 (-0.37−1.01)</td>
<td>0.17 (-0.69−0.63)</td>
</tr>
<tr>
<td>+2°C</td>
<td>Winter 0.07 (-0.14−0.34)</td>
<td>0.19 (-0.19−0.69)</td>
<td>0.21 (-0.19−0.75)</td>
<td>0.17 (-0.41−0.63)</td>
</tr>
<tr>
<td></td>
<td>Spring 0.18 (-0.17−1.11)</td>
<td>0.40 (-0.66−2.04)</td>
<td>0.40 (-0.72−1.97)</td>
<td>0.41 (-1.35−2.11)</td>
</tr>
<tr>
<td></td>
<td>Summer 0.33 (-0.31−1.22)</td>
<td>0.37 (-1.00−1.73)</td>
<td>0.37 (-1.38−1.58)</td>
<td>0.21 (-2.22−1.89)</td>
</tr>
<tr>
<td></td>
<td>Fall 0.19 (-0.44−0.96)</td>
<td>0.30 (-0.26−0.71)</td>
<td>0.32 (-0.35−1.06)</td>
<td>0.16 (-0.74−0.61)</td>
</tr>
<tr>
<td>+3°C</td>
<td>Winter 0.08 (-0.16−0.36)</td>
<td>0.20 (-0.21−0.73)</td>
<td>0.22 (-0.20−0.79)</td>
<td>0.16 (-0.45−0.63)</td>
</tr>
<tr>
<td></td>
<td>Spring 0.19 (-0.18−1.19)</td>
<td>0.40 (-0.72−2.34)</td>
<td>0.39 (-0.78−2.14)</td>
<td>0.38 (-1.46−1.93)</td>
</tr>
<tr>
<td></td>
<td>Summer 0.34 (-0.34−1.25)</td>
<td>0.37 (-1.17−2.18)</td>
<td>0.36 (-1.61−1.90)</td>
<td>0.19 (-2.38−2.07)</td>
</tr>
<tr>
<td></td>
<td>Fall 0.19 (-0.49−0.91)</td>
<td>0.30 (-0.24−0.71)</td>
<td>0.31 (-0.40−1.04)</td>
<td>0.15 (-0.74−0.58)</td>
</tr>
<tr>
<td>+5°C</td>
<td>Winter 0.08 (-0.20−0.41)</td>
<td>0.20 (-0.26−0.80)</td>
<td>0.22 (-0.22−0.86)</td>
<td>0.15 (-0.53−0.65)</td>
</tr>
<tr>
<td></td>
<td>Spring 0.19 (-0.20−1.25)</td>
<td>0.38 (-0.85−1.76)</td>
<td>0.35 (-0.90−1.99)</td>
<td>0.29 (-1.70−1.72)</td>
</tr>
<tr>
<td></td>
<td>Summer 0.35 (-0.42−1.74)</td>
<td>0.36 (-1.26−2.26)</td>
<td>0.35 (-1.47−1.96)</td>
<td>0.18 (-1.91−1.69)</td>
</tr>
<tr>
<td></td>
<td>Fall 0.19 (-0.56−0.86)</td>
<td>0.29 (-0.34−0.75)</td>
<td>0.31 (-0.53−0.96)</td>
<td>0.12 (-0.83−0.49)</td>
</tr>
</tbody>
</table>
of warming was to reduce the degree of autotrophy rather than change the metabolic status (Table 3).

Throughout all 4 seasons, increasing rates of primary production (both water column and benthic) offset increasing rates of respiration in Boxes 1−3, resulting in an increase in NEM (Fig. 6). A portion of this autochthonous organic matter as well as allochthonous material from the upland watershed is flushed out of this region before it is respired. This increased autotrophy under warmer temperatures will supply additional labile organic matter to the rest of the estuary and potentially the lower CB. The biogeochemical processing of this additional organic material under warmer summer temperatures may act to fuel oxygen consumption in the middle portion of the estuary, which does not presently experience hypoxia, or worsen hypoxia in the lower estuary.

During the spring, Boxes 4 and 5 displayed month-to-month variations in simulated NEM, with changes relative to current conditions resulting from increased primary production within these boxes, elevated rates of respiration, and the advection of labile organic matter from both up-estuary boxes and CB. The latter has been shown to be an important source of organic material, leading to reduced oxygen concentrations in this system (Lake & Brush 2015). Predicted NEM in this region of the estuary decreased in the summer due to decreasing phytoplankton NPP and increasing respiration rates with warming temperatures (Fig. 5c). Rates remained relatively constant with increasing temperatures throughout the fall (Fig. 6d).

While phytoplankton NPP during the winter months was predicted to increase in the polyhaline YRE (Boxes 7 and 8), the relatively higher rates of predicted respiration were more than enough to offset this increase in production under warmer temperature simulations (Fig. 6a). This trend of decreasing NEM with increasing temperatures was fairly consistent for the lower estuary throughout the spring, summer, and fall (Fig. 6b−d, Table 3). This is due to 4 factors: generally lower rates of phytoplankton NPP (Fig. 5b−d, Table 2); relatively lower surface area to volume ratios within this region due to a deeper channel (Table 1); higher rates of organic matter loading from up-estuary and especially the lower CB, which provides an allochthonous substrate for respiration (Lake & Brush 2015); and higher rates of water column and sediment respiration with increasing temperatures. Once again, these decreases in NEM reflect less autotrophy rather than a switch to heterotrophy (Table 3). This ecosystem shift in NEM in the lower estuary reinforces predictions from recent studies indicating that heterotrophic metabolism is more sensitive to changing temperatures than autotrophic production (López-Urrutia et al. 2006, O’Connor et al. 2009, Yvon-Durocher et al. 2010).

Effect of a warmer climate on hypoxia

Warmer temperatures were predicted to increase not only the predicted number of hypoxic (<2 mg O_2 l^{-1}) and low oxygen (<3 mg O_2 l^{-1}) days in the upper and lower YRE, but also the spatial extent (i.e. the number of boxes) of low oxygen (Fig. 7). However, the effect of warmer temperatures was not equal in the upper and lower estuary. The effect of warming in the lower Mattaponi and Pamunkey Rivers (Boxes 1 and 2) was relatively monotonic, with a 1 d increase in hypoxia for each 1°C increase in temperature, while the number of hypoxic days in the lower estuary (Boxes 6−8) increased at a faster rate with warming. Little hypoxia was predicted in the middle estuary (Boxes 4 and 5) even under warming.
The increase in hypoxia in the lower Mattaponi and Pamunkey Rivers under warming scenarios is a result of the high input of watershed-derived organic matter and elevated metabolic rates, combined with elevated phytoplankton biomass and NPP during the spring and early summer (April–June). This period is when the model predicted the development of low oxygen and hypoxia in the bottom water. A portion of this additional biomass is respired in the tributaries, reducing DO concentrations, before this labile organic matter is transported downstream. While this study did not focus on physical factors that may influence this process, it is likely that strong tidal and wind mixing, along with high river discharge, may alter this relationship as the surface and bottom water are mixed more thoroughly, or as material is flushed out of the region more quickly (Shen & Haas 2004).

The middle portion of the estuary (Boxes 4 and 5) did not reach hypoxic conditions during any of the warming simulations. This is due in part to the extensive shoals, higher surface area to volume ratio, and relatively shallow depths in this region (Table 1), which make it subject to stronger tidal and wind mixing. Additionally, this region experiences lower water column and sediment respiration rates compared to the lower estuary (Lake et al. 2013). However, the greatest temperature increases (+3 and +5°C) were enough to produce low oxygen conditions in Boxes 4 and 5 (Fig. 7B). The boundary between the middle and lower regions of the estuary was a transition zone, where hypoxia developed in Box 6 under warmer temperature scenarios; however, oxygen concentrations in Box 5 remained above 2 mg O₂ l⁻¹ throughout all simulations (Fig. 7a).

The lower estuary (Boxes 6–8) represents the most hypoxia-susceptible region of the system under current conditions, as well as warmer climate conditions (Fig. 7), due to a variety of factors. First, this region is directly influenced by advection of labile organic matter from the lower mainstem CB, which has been shown to be a major driver of hypoxia in this region (Lake & Brush 2015). Secondly, the enhanced production of organic matter in the upper estuary under warmer climate scenarios was largely advected downstream and respired in the middle and lower YRE. Third, under warmer temperatures, heterotrophic respiration in this region was predicted to increase faster than autotrophic production, resulting in greater consumption of this labile organic material and consequent reductions in oxygen concentrations. Finally, this region is the deepest portion of the estuary (Table 1), which has been shown to be particularly susceptible to density-driven stratification and hypoxia during neap tides (Haas 1977, Kuo & Neilson 1987, Sharples et al. 1994, Lake et al. 2013).

Management scenarios under a warmer climate

The US EPA recently developed total maximum daily loads (TMDLs) for the entire CB, including each tributary (US EPA 2010). Overall, the CB TMDL calls for reductions in total watershed loads of nitrogen and phosphorus by 25 and 24%, respectively, based on modeled 2010 estimated loads (Linker et al. 2013). The TMDL calls for reductions in YRE watershed loads of nitrogen and phosphorus by 13 and 16%, respectively. Our previous model analysis indicated that under current conditions, reducing watershed nutrient loading alone would be insufficient to eliminate hypoxia from the YRE (Lake & Brush 2015). However, reducing watershed loads of both nutrients and organic matter by 15% would eliminate hypoxia within Boxes 1–3 (Lake & Brush 2015). The current analysis corroborates this finding at a given temperature, but illustrates that for a given level of loading, the number of hypoxic days under elevated temperatures was often greater than that under current temperatures (Fig. 8). This finding indicates that greater tributary and watershed load reductions will be required to reduce hypoxia in this region of the YRE under a warmer climate, compared to reductions that would be required under current climate conditions (Fig. 9a,c).

Our previous analysis also indicated that the development of hypoxia in the polyhaline YRE is strongly influenced by the supply of nutrient- and organic-rich water advected from the lower CB via estuarine circulation (Lake & Brush 2015). As above, reductions in these inputs at a given temperature resulted in an improvement in hypoxia in the current analysis; however, the resulting number of annual hypoxic days under warmer temperatures was in many cases greater than that under current temperatures (Fig. 10). Even if loads of nutrients, phytoplankton biomass, and organic matter (DOC and POC) entering from the CB are reduced by 25% of their current concentrations, the model simulations indicated that the YRE would still develop hypoxia in the lower estuary with a 2°C increase in temperature, which is projected to occur between 2040 and 2069 (Najjar et al. 2009). This finding again demonstrates that greater load reductions will be required to offset hypoxia under a warmer climate compared to reductions required under current climate conditions (Fig. 9b,d).
Future climate change

While this analysis focused solely on the effect of increased temperature on ecosystem function and hypoxia, it is important to note that these changes will be confounded by regional changes in precipitation, which ultimately control the input of freshwater, nitrogen, phosphorus, sediments, and organic matter from the surrounding watershed (Najjar et al. 2010, Altieri & Gedan 2015). Seasonal changes in precipitation, evaporation, and flow regimes have the potential to alter the temporal and spatial extent of water column stratification and hypoxia (Bruce et al. 2014), and influence light availability and biotic resources (Buzzelli et al. 2014). Hagy (2002) and Kemp et al. (2005) illustrated the tightly coupled relationship between higher river flow (January to May) from the Susquehanna River and the volume of hypoxia and anoxia in the mainstem CB. Future climate model predictions indicate that precipitation for the CB watershed could increase annually by 3, 7, and 9% above the 1971–2000 period between 2010–2039, 2040–2069, and 2070–2099, respectively (Najjar et al. 2009). While the seasonal timing of this increase in precipitation will determine how this additional freshwater will contribute to hypoxia in the Bay and its tributaries, it will likely lead to greater stratification, increased watershed loading of nutrients and organic matter, and enhanced estuarine circulation, thereby advecting more organic matter into the tributaries. These factors will likely fuel greater production and higher respiration rates, contributing to increases in the frequency, severity, and spatial extent of hypoxia. Wind forcing has also been identified as an important mechanism influencing hypoxia in the CB (Scully 2010); if summertime winds increase as a result of climate change (due to increasing storm activity or regional atmospheric patterns), enhanced physical mixing of the system could counteract other climatic effects driving hypoxia, such as elevated temperatures. Additional climate-related changes may also affect ecosystem function and hypoxia, including atmospheric composition (in particular CO2 concentrations), elevated sea level rise, increased storminess, changes in planktonic community composition, and loss of important habitat (e.g. seagrass and marshes) (Najjar et al. 2009, Doney et al. 2012). A more complete understanding of how these complex climatic changes will interact with ongoing watershed load reductions to shape the future state of estuaries is needed. Developing this understanding will require additional studies focused on both individual stressors as well as multiple factors acting in combination.

CONCLUSIONS

Estuarine response to warming will likely result in both spatial and temporal changes in water column primary production, NEM, and hypoxia. While this study focused solely on warmer temperatures, several broad trends emerged from this study, including:
Fig. 9. Predicted maximum annual number of hypoxic (<2 mg O$_2$ l$^{-1}$) days within the upper (Boxes 1–4 combined) and lower (Boxes 5–8 combined) York River Estuary, under a range of temperature warming scenarios (+1, +2, +3, and +5°C) and external load reductions. (a,c) Effect of nutrient and organic matter reduction scenarios from the tributaries and ungauged watersheds in the (a) upper and (c) lower estuary. (b,d) Effect of nutrient, phytoplankton biomass, and organic matter reduction scenarios from Chesapeake Bay in the (b) upper and (d) lower estuary. Values represent the average number of hypoxic days over the 4-yr simulation. Source reductions were run under current conditions (CC) as well as 5%, 10%, 15%, 25%, and 50% reductions (0.95×, 0.90×, 0.85×, 0.75×, and 0.50×, respectively).

Fig. 10. Predicted annual number of hypoxic (<2 mg O$_2$ l$^{-1}$) days within each box under various scenarios in which nutrients, phytoplankton biomass (calculated using chlorophyll $a$ as a proxy), and organic matter (dissolved and particulate) loads from Chesapeake Bay were reduced. Scenarios were run under current conditions (CC) and load reductions (0.5×, 0.75×, 0.85×, 0.9×, 0.95×, and 1.0×) under increasing temperatures of: (a) +1, (b) +2, (c) +3, and (d) +5°C. Values represent the average number of days over the 4-yr simulation.
(1) Phytoplankton primary production was predicted to respond positively to warming during winter and spring. The response varied during summer and fall, with increased rates in the upper estuary and decreased rates in the middle and lower estuary.

(2) Model simulations indicated a temporal shift in maximum spring phytoplankton primary production and biomass, where blooms began 2 wk earlier under elevated temperatures.

(3) Warmer water temperatures led to increased NEM in the upper estuary as production was enhanced relative to respiration, but decreased NEM in the lower estuary due to decreased productivity and increased respiration, particularly of labile organic matter advected from upstream and the CB.

(4) Overall, warming was predicted to increase the number of hypoxic days in the upper and lower estuary, while the middle portion of the system remained relatively free of hypoxia. The effect was most pronounced in the lower estuary, which receives inputs of organic matter from upstream and CB.

(5) Model simulations suggest that warming will require additional load reductions beyond those required to mitigate hypoxia in the absence of warming. This response will be further complicated by other aspects of climate change, including precipitation, storminess, and sea level rise.
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