Absorption-based algorithm of primary production for total and size-fractionated phytoplankton in coastal waters
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ABSTRACT: Most satellite models of production have been designed and calibrated for use in the open ocean. Coastal waters are optically more complex, and the use of chlorophyll a (chl a) as a first-order predictor of primary production may lead to substantial errors due to significant quantities of coloured dissolved organic matter (CDOM) and total suspended material (TSM) within the first optical depth. We demonstrate the use of phytoplankton absorption as a proxy to estimate primary production in the coastal waters of the North Sea and Western English Channel for both total, micro- and nano+pico-phytoplankton production. The method is implemented to extrapolate the absorption coefficient of phytoplankton and production at the sea surface to depth to give integrated fields of total and micro- and nano+pico-phytoplankton primary production using the peak in absorption coefficient at red wavelengths. The model is accurate to 8% in the Western English Channel and 22% in this region and the North Sea. By comparison, the accuracy of similar chl a based production models was >250%. The applicability of the method to autonomous optical sensors and remotely sensed aircraft data in both coastal and estuarine environments is discussed.
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INTRODUCTION

Satellite-based estimates of primary production (PP) provide an attractive way to derive large synoptic datasets and have resulted in several alternative algorithms from which the water-leaving radiance can be related to the rate of production in both open ocean (Campbell et al. 2002) and coastal waters (Saba et al. 2010). Most PP algorithms use chlorophyll a (chl a) as a proxy for biomass and as a first-order predictor of ocean productivity. There is considerable variability in production per unit chlorophyll, which is often not captured using chl a based approaches (Campbell et al. 2002). To overcome this, a better parameterisation of the maximum photosynthetic rate is required, which is often based on temperature (Behrenfeld & Falkowski 1997), although there are other factors that influence photosynthetic rates (Suggett et al. 2009), which temperature alone cannot capture. Variability of chlorophyll-specific production can be dominated by physiological shifts in intracellular pigments in response to varying
growth conditions (MacIntyre et al. 2002), which cause changes in phytoplankton absorption and can vary taxonomically and with cell physiological status (Falkowski & Kolber 1995). Empirical descriptions of physiological variability have been shown to perform poorly when compared to local observations (Siegel et al. 2001). Furthermore, in coastal waters where phytoplankton is not the only dominant absorbing inherent optical property (IOP), the water-leaving radiance signal in the blue that is used in many standard chlorophyll-a satellite algorithms also comes from absorption by coloured dissolved organic matter (a\textsubscript{CDOM}) and detrital material, i.e. non-algal particles (a\textsubscript{NAP}). This can result in a gross over-estimate of chlorophyll-a (Tilstone et al. 2011) and therefore PP (Tilstone et al. 2005). Consequently, there has been a recent concerted effort to find a bio-optical replacement for ‘conventional’ chlorophyll-a in remote sensing algorithms (Lee et al. 1996, Huot et al. 2007).

The rate of photosynthetic production by marine phytoplankton is essentially a function of the incident irradiance, the efficiency of light absorption by the cells’ pigments and the quantum efficiency of carbon fixation. Phytoplankton light absorption is largely determined by pigment composition which varies between phytoplankton taxa and size, but collectively is determined by the bulk absorption and scattering properties of the community (Morel & Maritorena 2001). Unlike chlorophyll concentration, light absorption by phytoplankton can be considered to be the cumulative response to environmental variables including irradiance, temperature and nutrient concentration; these same environmental factors are also thought to drive PP (Cullen et al. 1992). Light absorption by phytoplankton should therefore be a good predictor of primary production, particularly when phytoplankton is operating within the light-limited slope ($a^B$), when carbon fixation increases linearly with irradiance, but less so when phytoplankton is light saturated and operating at the maximum photosynthetic rate. Marra et al. (2007) tested this concept for the surface waters of several geographically separate open ocean locations and found a promising linear relationship between surface production and spectrally-averaged phytoplankton pigment absorption. The analysis was restricted to surface open ocean waters and has not been tested to date in temperate and coastal waters.

Over the past decade, a range of remote sensing algorithms have been developed to detect the size and taxonomic composition of phytoplankton from ocean colour satellite data (Hirata et al. 2008). This has enabled high-resolution estimates of micro-, nano- and pico-phytoplankton biomass in the global ocean (Uitz et al. 2006). On the basis of these biomass models, satellite models of size-fractionated or class-specific PP are emerging (Uitz et al. 2010), although few have been developed for coastal waters.

The aim of this study was to investigate the use of phytoplankton light absorption as a predictor of PP at coastal locations in both the Western English Channel (WEC) and North Sea. Phytoplankton absorption measurements coincident with PP data measured during an annual seasonal cycle in 2009 in the WEC were used to calibrate models of surface and depth-integrated production for total, micro- and nano+pico-phytoplankton production. Data collected from 2010 to 2011 in the WEC and from 1999 to 2012 in the North Sea were subsequently used to validate the model, which was then compared with conventional chlorophyll-a based models. The model could be applied to autonomous optical sensors and remotely sensed airborne data in both coastal and estuarine environments.

**MATERIALS AND METHODS**

**Study site and sampling**

Stn L4 in the WEC (50° 15’N, 4° 13’W; Fig. 1) was sampled on a weekly basis from March 2009 to April 2011. Vertical profiles of temperature and fluo-
cience were obtained from SeaBird SBE19+ CTD casts. Water samples for laboratory analysis were collected from depths of 0, 10, 25 and 50 m for the measurement of phytoplankton pigments, absorption coefficients and photosynthesis-irradiance curves to derive PP. In addition, 32 stations were sampled in the North Sea and Oosterschelde Estuary from April 1999 to October 2012.

**Chl a and absorption coefficients of phytoplankton, non-algal particles and coloured dissolved organic material**

Chl a from the WEC and the Oosterschelde Estuary were measured by high performance liquid chromatography (HPLC). Between 0.25 and 2 l of seawater were filtered onto 25 mm GF/F filters and phytoplankton pigments were extracted in methanol containing the internal standard apo-carotenoate (Sigma-Aldrich). Chl a extraction was achieved using an ultrasonic probe following the methods outlined by Barlow et al. (1997). Pigments were identified using retention time and spectral match using Photo Diode Array (Jeffrey et al. 1997), and chl a concentration was calculated using response factors generated from calibration using a chl a standard (DHI Water and Environment). In addition to HPLC chl a analysis, size-fractionated chl a was also determined by sequentially filtering 250 ml of seawater through 10, 2 and 0.2 µm polycarbonate membrane filters from March–May and August–September 2009, April–May and July–September 2010 and March–April 2011. The filters were placed in 10 ml 90 % acetone and fluorescence was measured using a Turner Fluoromter according to Welschmeyer (1994). In addition, chl a samples from the North Sea were measured spectrophotometrically using the method and equations given by Lorenzen (1967). Between 0.25 and 2 l of seawater were filtered onto 25 mm GF/C filters and phytoplankton pigments were extracted in 90 % acetone. Previous inter-comparisons have documented a difference of 5 to 30 % between fluorometric and spectrophotometric techniques (Murray et al. 1986).

For North Sea and WEC samples, between 0.25 and 2 l of seawater were filtered onto 25 mm GF/F filters and the absorbance of the particulate material was measured from 350 to 750 nm at a 1 nm bandwidth using dual-beam Perkin Elmer Lambda 800 and UV/IKON spectrophotometers retro-fitted with Spectralon-coated integrating spheres, following the transmission-reflectance method of Tassan & Ferrari (1995). Measurements were made of total particulate absorption (\(a_{\text{part}}(\lambda)\)) and \(a_{\text{NAP}}(\lambda)\) before and after pigment extraction with NaClO 1% active chloride (Tassan & Ferrari 1995). The pathlength amplification correction of Tassan & Ferrari (1998) was used and phytoplankton absorption, \(a_{\text{ph}}(\lambda)\) was derived from the difference between \(a_{\text{part}}(\lambda)\) and \(a_{\text{NAP}}(\lambda)\). Samples from the Oosterschelde Estuary were measured on a Varian-Cary 100 UV/VIS spectrophotometer in a Spectralon integrating sphere. The filters were placed in the centre of the sphere at an angle of 5° relative to the light entrance port. \(a_{\text{ph}}(\lambda)\) was obtained after measuring the absorbance of the filters before and after pigment extraction using NaClO 1% active chloride using a pathlength amplification factor of 4.5 (Röttgers & Gehneke 2012). For the preceding analyses, mean \(a_{\text{ph}}\) values were calculated for two 8 nm bands centered on the chl a absorption peaks (434–441 nm and 671–678 nm) to avoid propagating small errors of the measurement into the model.

Seawater samples were also filtered through 0.2 µm Whatman Nuclepore membrane filters into acid-cleaned glassware for the determination of \(a_{\text{CDOM}}(\lambda)\). The first two 0.25 l of the filtered seawater were discarded and \(a_{\text{CDOM}}(\lambda)\) of the third aliquot of 0.25 l was determined in a 10 cm quartz cuvette from 350 to 750 nm relative to a double-distilled MilliQ reference blank on the spectrophotometer described above. The \(a_{\text{CDOM}}(\lambda)\) was calculated from the optical density of the sample and the cuvette pathlength (Tilstone et al. 2003a).

**Phytoplankton photosynthesis and PP**

In the WEC, PP was measured by photosynthesis-irradiance (P-E) curves at 0, 10, 25 and 50 m using linear photosyntheticons and 50 W tungsten halogen lamps, following Tilstone et al. (2003b). For each depth, 16 aliquots of 70 ml within a polycarbonate bottle were inoculated with 5 to 10 µCi of \(^{14}\)C-labelled bicarbonate. Samples were maintained at \textit{in situ} temperature during the 1.5 h incubations. Samples were then filtered onto 25 mm GF/F filters under a vacuum pressure no greater than 27 kPa. Filters were then exposed to concentrated 37 % fuming hydrochloric acid for 12 h, and beta-activity was counted using a Wallac 4040 scintillation counter following addition of 4 ml of scintillation cocktail. Correction for quenching was performed using the external standard and the channel ratio methods. Size-fractionated P-E curves were also measured during the same periods in 2009, 2010 and 2011 as previously mentioned for chl a, by sequentially filtering samples after incubation onto 10,
2 and 0.2 µm polycarbonate membrane filters to derive micro-, nano- and pico-specific P-E parameters. The equation of Platt et al. (1980) describing the light response of photosynthesis was fitted to the carbon fixation data using least squares non-linear regression in order to determine the photosynthetic parameters $P_m$, $\alpha^B$ and $\beta$ when $r^2 \geq 0.9$. Daily integrated PP ($PP_{eu}$; mol C m$^{-2}$ d$^{-1}$) was calculated from the photosynthetically active radiation ($E_{PAR}$), chl $a$ and the photosynthetic parameters using the spectral model from Tilstone et al. (2003b). Integration was carried out at hourly steps and 1 m depth intervals from sea surface down to 0.1% of surface irradiance. $E_{PAR}$ was modelled using the approach of Gregg & Carder (1990), modified to include the effects of clouds (Reed 1977) and using wind speed and percentage cloud cover from the European Centre for Medium Range Weather Forecasting ERA-40 dataset for the grid point closest to the location of Stn L4, as in Smyth et al. (2010). Chl $a$ was linearly interpolated between depths from the discrete HPLC measurements (or fluorometry for size-fractionated samples). To estimate size-fractionated production, $\alpha_{ph}(665)$ was split into micro- and nano+pico components based on diagnostic pigment ratios according to Eqs. (1–4) in Vidussi et al. (2001), weighted following the global pigment ratios of Uitz et al. (2006).

For the Oosterschelde Estuary, samples were collected on board RV ‘Luctor’, and 11 duplicate 70 ml samples were incubated for 2 h using cool white fluorescent bulbs as described by Kromkamp et al. (2008). Hourly estimates of water column PP were calculated using the vertical irradiance attenuation coefficients ($K_\lambda$), the photosynthetic parameters $P_m$, $\alpha^B$ and $\beta$, chl $a$ concentration and average hourly incident irradiance. The latter was measured continuously on the roof of the NIOZ institute in Yerseke, The Netherlands, using a LiCor LI-190 2-pi PAR sensor, and the data were stored as hourly averages. The rate of C-fixation at depth $z$ was calculated by multiplying $P_m$ by the chl $a$. Due to the strong tidal mixing, chl $a$ was assumed to be homogeneously distributed with depth. $PP_{eu}$ was calculated by integrating the hourly estimates and assuming that other parameters ($K_\lambda$, chl $a$, $P_m$, $\alpha^B$) did not change during the day. For Oosterschelde Estuary and WEC samples, the spectral irradiance $E_s(\lambda)$ at each location in the incubator was deduced from the relative mean spectrum of the lamps $E_s(\lambda)$ multiplied by the corresponding PAR.

For North Sea samples, P-E parameters were determined using the methods described by Mathot et al. (1992). In brief, samples were incubated for 0.75 to 2 h between 09:00 and 15:00 h Coordinated Universal Time (UTC), under a gradient of ambient light obtained using neutral density filters on-deck thermo-regulated incubators. Incident PAR ($\mu$mol quanta m$^{-2}$ s$^{-1}$) was continuously recorded on the upper deck of the ship using a plane sensor LI-COR LI-191SA, and sub-surface vertical profiles of PAR were obtained at 0.05 to 0.1 m steps, using a LICOR LI-192SA Underwater Quantum Sensor. Daily photosynthetic rates (mol C m$^{-2}$ d$^{-1}$) were calculated by integrating the photosynthetic parameters derived from Platt et al. (1980) by the variation in PAR over the day and depth (vertical step of 0.25 m) using incident PAR measured over the day and averaged at 15 min intervals.

**PP model comparisons**

Absorption-based models of PP were firstly calibrated with 2009 data from the WEC and then validated with independent data sets from the WEC collected in 2010 and 2011 and from the Oosterschelde Estuary and the North Sea collected between 1999 to 2012 (Fig. 1). Absorption-based PP was then compared with PP estimates obtained from the vertically generalized production model (PP$_{VGPM}$) (Behrenfeld & Falkowski 1997) and the semi-analytical model of Morel (PP$_{M}$) (Morel 1991, Antoine et al. 1996) which were run using in situ data as input variables rather than satellite data. PP$_{VGPM}$ was modified from a water column total to a surface value by calculating the attenuation coefficient ($k$) from the euphotic depth $Z_{eu}$ and assuming uniform vertical biomass and exponential decline in production from the surface. Both models were parameterised using in situ measurements of chl $a$ and temperature so as to test relative model skill rather than satellite retrieval algorithms. Weibull curves (Weibull 1951) were parameterised using mean seasonal CTD fluorescence profiles using SigmaPlot™ and subsequently applied to sea surface $a_{ph}$ to reconstruct vertical variability in this parameter. Analysis of covariance (ANCOVA) was performed using the general linear model function in Minitab™ to compare regressions between modelled and in situ data.

**Statistical and model analysis**

Linear and log-linear regressions were used to assess relationships between bio-optical variables and primary production. To evaluate algorithm per-
performance, we used the root-mean square error (RMSE) of the difference error between measured and algorithm-estimated values at each station as described by Campbell et al. (2002). The geometric mean and one-sigma range of the inverse transformed ratio between satellite and measured values are given by $M \{F_{\text{med}}, M-S \{F_{\text{min}}, M+S \{F_{\text{max}} \}$ and were used as algorithm performance indices. The relative (RPD) and absolute percentage differences (APD) were calculated following Antoine et al. (2008). ANCOVA was employed to assess significant differences between regressions, where $F$ is the mean square to mean square error ratio, and $p$ is the ANCOVA critical significance value at the 5% level.

**RESULTS**

**Phytoplankton optical absorption**

The relative contribution of $a_{\text{ph}}$, $a_{\text{NAP}}$, $a_{\text{CDOM}}$ and seawater to total light absorption at Stn L4 varied by wavelength and between seasons (Fig. 2). At 442 nm (the blue peak of the chl $a$ absorption spectrum), $a_{\text{CDOM}}$ was the highest absorbing component in the water column during spring, summer and autumn, followed by $a_{\text{ph}}$. In winter, $a_{\text{NAP}}$ was as high as $a_{\text{ph}}$. At this wavelength $a_{\text{CDOM}}$ varied by an order of magnitude between 2009 and 2010 from 0.009 to 0.139 m$^{-1}$, but in winter and autumn, mean $a_{\text{CDOM}}$ was 3.4-fold and 2.9-fold greater than $a_{\text{ph}}$. This illustrates that if remote sensing reflectance at 442 nm is used to estimate either chl $a$ or $a_{\text{ph}}$ at Stn L4, the majority of the signal would be from $a_{\text{CDOM}}$, which would potentially give rise to errors in the estimation of chl $a$. Conversely in the red at 665 nm, both $a_{\text{CDOM}}$ and $a_{\text{NAP}}$ were very low (<0.04 m$^{-1}$) whilst $a_{\text{ph}}$ was always consistently higher. The absorption of seawater ($a_w$) is also high (0.431 m$^{-1}$) and is 30 times higher than the annual mean $a_{\text{ph}}(665)$. However, $a_w(665)$ is known and relatively constant (Pope & Fry 1997), although this does depend on temperature, which makes it relatively simple to estimate $a_{\text{ph}}(665)$, as long as it is above the radiometric error of detection.

From 2009 to 2010, $a_{\text{ph}}(442)$ and $a_{\text{ph}}(665)$ varied from 0.004 to 0.568 m$^{-1}$ (coefficient of variation, CV: 1.18, SD: 0.042) and 0.003 to 0.204 m$^{-1}$ (CV 1.25, SD 0.018), respectively, with clear temporal and vertical

![Fig. 2. Mean seasonal absorption spectra (2009–2010) of phytoplankton ($a_{\text{ph}}$), non-algal particles ($a_{\text{NAP}}$) and coloured dissolved organic matter ($a_{\text{CDOM}}$; all left axis) at Stn L4 in the Western English Channel and the absorption spectrum of seawater ($a_w$) from Pope & Fry (1997) (right hand axis).](image-url)
heterogeneity observed with depth (Fig. 3). Absorption maxima were observed during August–September 2009 between 10 and 25 m, when $a_{\text{ph}}(442)$ and $a_{\text{ph}}(665)$ were 0.568 and 0.178 m$^{-1}$, respectively, which corresponded to a bloom of *Karenia mikimotoi*. The secondary peak was in May–June 2010 at 50 m, associated with a sinking bloom of *Phaeocystis globosa*, when $a_{\text{ph}}(442)$ reached 0.205 m$^{-1}$ and $a_{\text{ph}}(665)$ was 0.204 m$^{-1}$. These $a_{\text{ph}}$ maxima were only observed at depth and not in surface samples (Fig. 3). Values of $a_{\text{ph}}(665)$ were the lowest as expected, followed by $a_{\text{ph}}(442)$ whilst $a_{\text{ph}}(442)$ was almost double $a_{\text{ph}}(665)$. The 3 measurements of absorption co-varied strongly (0.876 < $r$ < 0.977, $p < 0.001$) and conserved proportionality.

Significant regressions were observed between (1) PP at the surface ($PP_0$) and the product of $E_{\text{PAR}}$ and $a_{\text{ph}}(442)$, (2) $PP_0$ and $a_{\text{ph}}(665)$ and (3) $PP_0$ and the mean phytoplankton absorption coefficient over the PAR spectrum ($a_{\text{ph}}(\text{PAR})$) (Fig. 4). The slope of $E_{\text{PAR}} \times a_{\text{ph}}(\text{PAR})$ gives the quantum yield. The most significant relationship was $E_{\text{PAR}} \times a_{\text{ph}}(665)$ which explained 88% of the total variance in $PP_0$ from 2009 (Eq. 3 in Table 1). Only 78% of the variation in $PP_0$ from 2009 could be explained by the product of $a_{\text{ph}}(442)$ (Eq. 2 in Table 1).

The slope of the product with $a_{\text{ph}}(442)$ was significantly lower than $a_{\text{ph}}(665)$ and $a_{\text{ph}}(\text{PAR})$ ($F_{2,87} = 61.1$, $p < 0.001$). For the product of $a_{\text{ph}}(665)$, differences in the relationship between seasons were also tested and showed that the regression for the summer was borderline significant at the 5% level ($F_{3,74} = 2.72$, $p = 0.0489$), with a slope 19% higher than the other seasons.

![Fig. 3. Time series of the absorption coefficient of phytoplankton at photosynthetically active radiation ($a_{\text{ph}}(\text{PAR})$), $a_{\text{ph}}(442)$ and $a_{\text{ph}}(665)$ at Stn L4 from 2009 to 2010 at (A) 0 m, (B) 10 m, (C) 25 m and (D) 50 m. The y-axis has been truncated for clarity omitting the highest $a_{\text{ph}}$ values which are indicated in (B), (C) and (D).]
The regression equations for the product of $PP_0$ and $E_{\text{PAR}}$ and $a_{\text{ph}}(442)$, $a_{\text{ph}}(665)$ and $a_{\text{ph}}(\text{PAR})$ derived using the WEC data in 2009 were validated against the data collected in 2010 and 2011 (Fig. 5). Again the best predictor of $PP_0$ was for the relationship between $E_{\text{PAR}}$ and $a_{\text{ph}}(665)$ (Fig. 5c; Eq. 6 in Table 1). The regression slope was slightly lower than that determined for surface $a_{\text{ph}}(\text{PAR})$ reconstructed from individual pigments in the Arabian Sea by Marra et al. (2007) (dashed line in Fig. 5). RMSE, calculated between 2009 model and 2010–2011 validation data, was lowest for $a_{\text{ph}}(665)$ (0.029 mol C m$^{-3}$ d$^{-1}$) and highest for $a_{\text{ph}}(442)$ (0.040) with intermediate RMSE for $a_{\text{ph}}(\text{PAR})$ (0.036).
Depth-integrated production from $a_{ph}$

Data were restricted to the >1% light level resulting in two-thirds fewer measurements at 50 m than at the surface. The relationship between depth-resolved PP (PP$_z$) and $E_{PAR}$ multiplied by $a_{ph}(665)$ was conserved throughout the water column (Fig. 6), and 88% of the variance in PP$_z$ could be explained through the product of $a_{ph}$ and $E_{PAR}$ (Eq. 7 in Table 1).

Two approaches to determine total water column production from surface $a_{ph}$ were evaluated. For both, PP$_{APH}$ was estimated by applying Eq. (7) from Table 1 to depth-specific irradiance and absorption calculated at 1 m depth intervals, whereby:

$$\log PP_{APH} = 0.926 \times \int_{z=0}^{50} \log (E_{PAR}(z) \cdot a_{ph}(665)(z)) \cdot dz - 1.984$$

(7b)

The 2 approaches differ in the determination of $a_{ph}(665)(z)$: the first assumes vertical homogeneity of $a_{ph}$ (defined as ‘cst’ in Table 1) whilst the second approach allows for seasonal modulation of $a_{ph}$ throughout the water column (defined as ‘mod’ in Table 1) based on 4 characteristic Weibull curves of the chl a biomass (Fig. 7). The parameterisation of the Weibull curves was performed for Stn L4 waters by using mean curve parameters from CTD-derived fluorescence profiles from 0 to 50 m depth for winter, spring, summer and autumn (Fig. 7). In winter, the vertical structure was largely homogeneous, whereas in other seasons the biomass maximum was around 10 m depth. The largest vertical heterogeneity occurred during summer when biomass was twice as high at 10 m depth than at the surface and 40% less at 50 m depth. This could be due to non-photosynthetic quenching of the fluorescence (Cullen & Lewis 1995), although this should be small, as the majority of the CTD casts were taken before 10:00 h UCT.

Comparison between in situ depth-integrated production PP$_{eu}$ and PP$_{APH}$ calculated using vertically constant (Fig. 8A) and vertically modulated $a_{ph}(665)$ (Fig. 8B) showed some differences between the approaches. An ANCOVA test for homogeneity of regressions (PP$_z$ versus $E_{PAR} \times a_{ph}(665)$) performed for the depths 0, 10 and 25–50 m showed no significant differences between depths ($F_{2,220} = 0.81$, $p = 0.447$). Assuming vertical homogeneity, PP$_{APH}$ and PP$_{eu}$ showed reasonable agreement with an $R^2$ of 0.66. However, depth-integrated production was underestimated in winter and overestimated in spring, further suggesting that non-photosynthetic quenching did not play a role in spring. By modulating $a_{ph}$ vertically, the regression fit is improved to
0.73 and no difference between seasons was evident. In both cases, the slope of the regression was close to the 1:1 line (with the 1:1 within the 95% confidence interval of the regression) with a very low offset.

**Comparison with chl a based models of PP**

The use of $a_{ph}(665)$ as a first-order predictor of water column production from 2009 was also compared to the more widely used chl a based models against data collected in the WEC, the North Sea and the Oosterschelde (Fig. 9). For the North Sea and Oosterschelde, $a_{ph}$ at 665 nm was used in Eq. (7b) to estimate PP. ANCOVA for homogeneity of regressions showed no significant difference between the regression given in Eq. (9) in Table 1 for the WEC and the analogous equation for the North Sea ($F = 2.21, p = 0.139$).

For these data, PPVGPM consistently overestimated PP$_{eu}$ with a high offset $\sim 0.19 \log_{10}(\text{mol } C \text{ m}^{-2} \text{ d}^{-1})$ and consequently had the highest RMSE (0.149 $\log_{10}(\text{mol } C \text{ m}^{-2} \text{ d}^{-1})$; Table 2). However, the slope of the regression was the closest to 1 (0.77; Eq. 13 in Table 1). Although PP$_{M91}$ also overestimated PP$_{eu}$, it performed better at predicting high PP and consequently had an intermediate RMSE (0.137 $\log_{10}(\text{mol } C \text{ m}^{-2} \text{ d}^{-1})$). PPAPH had the highest prediction capability with the smallest RMSE (0.021 $\log_{10}(\text{mol } C \text{ m}^{-2} \text{ d}^{-1})$) and the lowest scatter around the regression ($R^2 = 0.71$) and a slope close to 1 (Fig. 9a; Eq. 11 in Table 1). PPAPH also yielded the lowest RPD and APD, indicating minimum biases and uncertainties, respectively. $F_{med}$, $F_{min}$ and $F_{max}$ indicate which algorithm(s) is more accurate at the low (min), medium (med) and maximum (max) values over the range tested; the more accurate the algorithm, the closer F is to 1. PPAPH was closer to 1 for $F_{med}$, $F_{min}$ and $F_{max}$ (Table 2). PPVGPM and PP$_{M91}$ had a tendency to over-estimate by a factor of $>3$ at medium range values and a factor of $\sim 6$ at the higher range values.

**Size-fractionated production**

Size-fractionated PP was measured during 6 periods from 2009 to 2011; twice in winter, 3 times in spring and twice in summer (Fig. 10). The highest production was recorded at the end of August 2009 and the beginning of April 2011 (Fig. 10A,D) when PP$_{eu}$ reached 0.155 and 0.099 mol C m$^{-2}$ d$^{-1}$, respectively. During these periods, depth-integrated chl a
was largely dominated by micro-phytoplankton with an average contribution of 65% reaching a maximum of 89% on 11 April 2011 and 24 August 2009 when micro-phytoplankton production was 0.021 and 0.013 mol C m⁻² d⁻¹, respectively (Fig. 10). Nano-phytoplankton was the major contributor to TChl a on just 2 days, reaching 63% on 4 May 2010 and 11 August 2010 when nano-phytoplankton production was 0.017 mol C m⁻² d⁻¹ and micro-phytoplankton accounted for just 28% of TChl a. Pico-phytoplankton contributed between 2 and 13% of TChl a at Stn L4 during the selected periods. Micro-phytoplankton was also a dominant contributor to PP eu over most of the observations but less than for TChl a (Fig. 10C). Percentage contributions of micro-, nano- and pico-phytoplankton ranged between 20 and 80%, 13 and 52% and 4 and 56% respectively, with micro-phytoplankton expectedly more dominant when phytoplankton biomass and production were highest (Fig. 10C,D). The average photosynthetic parameters α B, P m B and E B for each size fraction during each period are shown in Table 2. Both the

(TChla) was largely dominated by micro-phytoplankton with an average contribution of 65% reaching a maximum of 89% on 11 April 2011 and 24 August 2009 when micro-phytoplankton production was 0.021 and 0.013 mol C m⁻² d⁻¹, respectively (Fig. 10). Nano-phytoplankton was the major contributor to TChla on just 2 days, reaching 63% on 4 May 2010 and 11 August 2010 when nano-phytoplankton production was 0.017 mol C m⁻² d⁻¹ and micro-phytoplankton accounted for just 28% of TChla. Pico-phytoplankton contributed between 2 and 13% of

Table 2. Performance indices for relative errors in production models compared with in situ data. The algorithms with the highest precision are highlighted in bold. N: number of data used; RPD: relative percentage difference; APD: apparent percentage difference; R2: percentage variability explained; RMSE: root-mean square error; Fmed, Fmin and Fmax: geometric mean and one-sigma range of the ratio Value alg:Value meas (where alg is algorithm and meas is measured); PP: primary production; APH: absorption coefficient of phytoplankton; WEC: Western English Channel; NS: North Sea and Oosterschelde; M91: wavelength resolving model; VGPM: vertical generalized production model; see ‘Materials and methods: PP model comparisons’ for further details of these models.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>RPD</th>
<th>APD</th>
<th>R²</th>
<th>RMSE</th>
<th>Fmed</th>
<th>Fmax</th>
<th>Fmin</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP APH(WEC)</td>
<td>46</td>
<td>8.3</td>
<td>43.6</td>
<td>0.703</td>
<td>0.016</td>
<td>0.94</td>
<td>1.62</td>
<td>0.55</td>
</tr>
<tr>
<td>PP APH(NS)</td>
<td>46</td>
<td>304.2</td>
<td>304.7</td>
<td>0.726</td>
<td>0.073</td>
<td>3.52</td>
<td>5.98</td>
<td>2.07</td>
</tr>
<tr>
<td>PP APH(M91)</td>
<td>46</td>
<td>286.9</td>
<td>288.1</td>
<td>0.681</td>
<td>0.080</td>
<td>3.34</td>
<td>5.86</td>
<td>1.90</td>
</tr>
<tr>
<td>PP APHI</td>
<td>87</td>
<td>22.0</td>
<td>51.6</td>
<td>0.712</td>
<td>0.021</td>
<td>1.04</td>
<td>1.81</td>
<td>0.60</td>
</tr>
<tr>
<td>PP A91</td>
<td>87</td>
<td>360.3</td>
<td>360.6</td>
<td>0.668</td>
<td>0.137</td>
<td>3.82</td>
<td>6.90</td>
<td>2.11</td>
</tr>
<tr>
<td>PP VGPM</td>
<td>87</td>
<td>324.7</td>
<td>325.4</td>
<td>0.711</td>
<td>0.149</td>
<td>3.62</td>
<td>6.32</td>
<td>2.07</td>
</tr>
</tbody>
</table>

Fig. 9. Skill assessment of depth-integrated (A) PP APH, (B) PP VGPM and (C) PP A91 plotted against PP eu for the Western English Channel from 2010 to 2011 (closed circles) and the North Sea and Oosterschelde from 1999 to 2012 (open circles). PP APH was calculated with Eq. (7b), using vertically modulated α ph, whereas PP VGPM and PP A91 were calculated from in situ chl a measurements.
light-limited slope $\alpha^B$ and the light-saturated rate of photosynthesis $P_m^B$ are approximately double for picoplankton (0.044 mg C (mg chl a)$^{-1}$ h$^{-1}$ (µmol photons m$^{-2}$ s$^{-1}$)$^{-1}$ and 8.09 mg C (mg chl a)$^{-1}$ h$^{-1}$, respectively) than for nano- or microplankton which have, on average, similar values of $\alpha^B$ and $P_m^B$. The light saturation parameter $E_k$ was more consistent between size fractions with $E_k$ 21 % higher, on average, for microphytoplankton. However, $\alpha^B$ and $P_m^B$ exhibited large variations both between and within periods with an overall CV of ca. 80 and 65 %, respectively. The 442:665 nm $a_{ph}$ ratio varied by 1.37 times, with lower ratio values corresponding to higher micro-phytoplankton chl a biomass and higher ratio values corresponding to higher nano-phytoplankton chl a biomass (Table 3).

The relationship between chl a and $a_{ph}(665)$ for total chl a and when micro- and nano+pico phytoplankton were >50 % is given in Fig. 11. Although there is a slight shift upwards for the micro-phyto-
plankton, there was no significant difference between total chl \(a\), micro- and nano+pico phytoplankton (ANCOVA \(F_{1,75} = 0.19, p = 0.664\)), indicating that absorption in these size fractions is linearly related to chl \(a\). The relationship between depth specific production PP and phytoplankton light absorption (\(E_{\text{PAR}} \times a_{\text{ph}}(665)\)) for both micro-phytoplankton (PP\(_z\)(M)) and nano+pico-phytoplankton (PP\(_z\)(N)) is given in Fig. 12. For both size fractions, a strong linear regression was observed explaining 82 and 87% of PP\(_z\)(M) and PP\(_z\), respectively (Eqs. 13 and 14 in Table 1). Regressions for both size groups were significantly different (\(F = 46.0, p < 0.001\)).

**DISCUSSION**

**Phytoplankton absorption: a predictor of coastal PP**

The coastal zone accounts for a large percentage of global ocean PP and of the new production, and therefore improvements in modelling PP in these optically complex waters are fundamental to enhance our understanding of the carbon cycle. Phytoplankton absorption provides a simple and practical alternative to estimating PP in coastal waters. The main hypothesis tested was that phytoplankton light absorption is a good first-order predictor of PP in coastal waters. Our results suggest that phytoplankton absorption is a strong predictor of depth-specific PP throughout the water column at a time series station in the WEC. Combined with irradiance, phytoplankton absorption explained 88% of the variation in surface production. Further independent data were obtained from other coastal and estuarine waters of the North Sea, and this algorithm also proved to be accurate when applied to these waters. Phytoplankton light absorption is linked to both phytoplankton biomass and physiology through varying concentrations of light-harvesting pigments. Phytoplankton absorption has therefore been used to detect harmful algal blooms, analyse their abundance (Millie et al. 1997) or characterise the succession and dynamics of phytoplankton (Lee et al. 2011). Marra et al. (2007) showed that, in open ocean waters, a linear rela-

---

**Table 3.** Mean (± SD) photosynthetic parameters: chlorophyll normalised light limited slope (\(\alpha^B\), mg C (mg Chl\(^{-1}\)) h\(^{-1}\) (\(\mu\)mol m\(^{-2}\) s\(^{-1}\)) \(^{-1}\)), assimilation number (P\(_m^B\), mg C (mg Chl\(^{-1}\)) h\(^{-1}\)) and light saturation parameter (E\(_k\), \(\mu\)mol m\(^{-2}\) s\(^{-1}\)) for 3 different size fractions (micro: >10 µm, nano: 2–10 µm, pico: 0.2–2 µm) and absorption coefficient of phytoplankton (\(a_{\text{ph}}\)) ratio at 442:665 nm (blue:red, B:R) during 6 size-fractionated sampling periods

<table>
<thead>
<tr>
<th>Size Fraction</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha^B)</td>
<td>8.3 ± 2.8</td>
<td>7.6 ± 3.4</td>
<td>21.2 ± 17.4</td>
<td>12.3 ± 5.5</td>
<td>14.7 ± 6.1</td>
<td>18.8 ± 6.4</td>
<td>14.6 ± 9.4</td>
</tr>
<tr>
<td>(Pm^B)</td>
<td>33.0 ± 23.6</td>
<td>38.6 ± 17.4</td>
<td>14.8 ± 16.3</td>
<td>8.0 ± 3.4</td>
<td>19.5 ± 12.4</td>
<td>15.7 ± 5.5</td>
<td>19.5 ± 16.2</td>
</tr>
<tr>
<td>(E_k)</td>
<td>62.0 ± 43.8</td>
<td>50.4 ± 15.4</td>
<td>38.3 ± 27.8</td>
<td>42.3 ± 55.7</td>
<td>32.6 ± 24.9</td>
<td>45.0 ± 23.2</td>
<td>44.0 ± 35.3</td>
</tr>
<tr>
<td>B:R</td>
<td>2.86 ± 1.95</td>
<td>1.79 ± 0.94</td>
<td>5.96 ± 4.84</td>
<td>5.77 ± 1.93</td>
<td>4.41 ± 2.22</td>
<td>3.20 ± 1.10</td>
<td>4.15 ± 2.78</td>
</tr>
<tr>
<td>B:R</td>
<td>6.76 ± 2.78</td>
<td>9.41 ± 3.46</td>
<td>3.52 ± 3.30</td>
<td>2.87 ± 1.18</td>
<td>3.66 ± 1.51</td>
<td>2.10 ± 0.57</td>
<td>4.10 ± 3.05</td>
</tr>
<tr>
<td>B:R</td>
<td>8.94 ± 3.77</td>
<td>7.69 ± 3.27</td>
<td>8.76 ± 6.31</td>
<td>10.81 ± 5.74</td>
<td>6.87 ± 5.05</td>
<td>6.08 ± 2.65</td>
<td>8.09 ± 4.83</td>
</tr>
<tr>
<td>B:R</td>
<td>377 ± 283</td>
<td>245 ± 92</td>
<td>323 ± 103</td>
<td>528 ± 173</td>
<td>327 ± 148</td>
<td>194 ± 102</td>
<td>332 ± 193</td>
</tr>
<tr>
<td>B:R</td>
<td>240 ± 97</td>
<td>279 ± 178</td>
<td>276 ± 71</td>
<td>460 ± 351</td>
<td>272 ± 229</td>
<td>150 ± 62</td>
<td>259 ± 165</td>
</tr>
<tr>
<td>B:R</td>
<td>216 ± 165</td>
<td>171 ± 101</td>
<td>234 ± 83</td>
<td>483 ± 328</td>
<td>348 ± 314</td>
<td>167 ± 98</td>
<td>278 ± 241</td>
</tr>
<tr>
<td>B:R</td>
<td>1.46 ± 0.05</td>
<td>1.55 ± 0.45</td>
<td>1.48 ± 0.54</td>
<td>1.76 ± 0.06</td>
<td>2.01 ± 0.18</td>
<td>1.80 ± 0.21</td>
<td>1.70 ± 0.32</td>
</tr>
</tbody>
</table>
A relationship existed between spectrally-averaged $a_{ph}$ and PP. We extended this approach to (1) different wavebands, (2) vertically through the water column, (3) different size fractions and (4) optically complex coastal waters. The absorption-based model performed better using $a_{ph}(665)$ than $a_{ph}(442)$ or $a_{ph}(PAR)$. $a_{ph}(665)$ corresponds to the red peak of chl $a$ absorption, where the influence of both CDOM, NAP and accessory pigments are minimal (Fig. 2). The relationship between $a_{ph} \times E_{PAR}$ and PP $z$ was conserved throughout the water column for both total and size-fractionated production, which justified the extension to a total column production model and suggests light saturation. The model performed best with vertically heterogeneous $a_{ph}$ modelled from CTD fluorescence profiles rather than with the vertical homogeneity assumed by some production models (e.g. Behrenfeld & Falkowski 1997). The VGPM is designed to retrieve values closer to net PP rather than gross PP. Since gross PP is greater than net PP, the over-estimate in VGPM at lower PP values (Fig. 9) would ultimately be worse when the VGPM values are converted to gross PP. In recent years, Hirawake et al. (2011) used phytoplankton absorption instead of chl $a$ in the VGPM and, by estimating water column primary production independently of sea surface temperature (SST), were able to show over- and under-estimation of the SST-dependent model in warmer and colder waters, respectively (Tilstone et al. 2012). For these reasons, the use of IOPs over chl $a$ has become increasingly accepted (Huot et al. 2007). Phytoplankton absorption used in this study is not normalised to chl $a$; therefore, it overcomes the problems of packaging effects, whereby cell volume and the arrangement of chlorophyll within the cell contribute to its effective absorption. $a_{ph}$ has great potential as a direct and practical parameter from which photosynthetic rates can be estimated. We have shown that accurate parameterisation of an $a_{ph}$ based productivity model at one coastal location can be accurately used to predict PP at other coastal sites.

Decades of field study have found that phytoplankton absorption spectra vary in their spectral shape with differences due to varying pigment composition (Jeffrey et al. 1997) or cell sizes (Ciotti et al. 2002). A major application of this has been the development of methods to observe the variability in phytoplankton size structure using in situ or remote sensing optical measurements of either absorption spectra (Ciotti et al. 2002, Hirata et al. 2008), phytoplankton pigments (Vidussi et al. 2001) or chl $a$ (Ulitz et al. 2006, Brewin et al. 2010b). Marine carbon cycling is specif-
ically linked to the activity of particular functional types and size classes (Le Quéré et al. 2005). However, only recently have attempts been made to extend these approaches towards a model of phytoplankton size-class-specific production (Kameda & Ishizaka 2005, Hirata et al. 2009, Brewin et al. 2010a, Uitz et al. 2010). Most have combined size-fractionated chlorophyll estimates (e.g. Mouv & Yoder 2010) with chlorophyll-based production models, e.g. VGPM (Kameda & Ishizaka 2005) or the Morel 91 model (Uitz et al. 2010), which are better adapted to open-ocean waters. Hirata et al. (2009) used satellite observations to investigate the possibility of estimating surface production by fitting a linear regression between production and estimates of \( a_{ph}(443) \). This analysis, however, was limited by the small number of measurements of \textit{in situ} production or \( a_{ph} \) and the lack of measurements of \textit{in situ} size-fractionated production.

In our study, by combining \textit{in situ} measurements of PP\(_0\) and \( a_{ph} \) with the approach of Vidussi et al. (2001) and the coefficient weightings for the pigment ratios of micro- and nano+pico given by Uitz et al. (2006) to estimate \( a_{ph} \) in the different size fractions, a convincing model of both PP\(_0\)(M) and PP\(_0\)(NP) was constructed for application to coastal waters. In a recent study by Brewin et al. (2014), good agreement was demonstrated between size-fractionated chl a from fluorometric analyses of phytoplankton retained on different pore-sized polycarbonate filters and from values derived from HPLC using the coefficients given by Uitz et al. (2006), suggesting that the methodology to derive size-fractionated chl a is robust. When the approach is used to split absorption into pico-, nano, and micro-phytoplankton, it is assumed that \( a_{ph} \) is linearly related to chl a, or that chlorophyll-specific absorption of phytoplankton in the 3 size fractions is the same, which in reality may not be the case (Ciotti et al. 2002, Hirata et al. 2008). At blue wavelengths such as 442 nm, a combination of absorption by chl a and accessory pigments causes differences in chlorophyll-specific absorption of pico-, nano-, and micro-phytoplankton as a consequence of the packaging effects (Ciotti et al. 2002). In our dataset, we found that \( a_{ph}(665) \) was linearly correlated with chl a (Fig. 11), suggesting that \( a_{ph}(665) \) in micro- and nano+pico-phytoplankton can be accurately determined using this approach. We found that there was no significant difference in the linear regressions of \( a_{ph}(665) \) and chl a for total, and micro- and nano+pico-phytoplankton (ANCOVA \( F_{1,25} = 0.19, p = 0.664 \); Table 1) when these fractions were >50% of the total biomass (Fig. 10). Similarly, using PSICAM integrating cavity in flow-through mode in the North Sea, Wollschlåger et al. (2013) also showed that \( a_{ph}(665) \) is linearly related to chl a. Further verification of these trends in different size classes of phytoplankton would ultimately benefit from the development of direct and independent methods for the determination of size-fractionated phytoplankton absorption coefficients.

In the WEC, we found higher \( P_m^B \) and \( \alpha^B \) for nano+pico- than micro- phytoplankton, whereas \( E_k \) was higher for micro- compared to nano+pico-phytoplankton (Table 3), consistent with Kameda & Ishizaka (2005). By comparison, both the slope and the offset of the regression between PP and \( a_{ph}(665) \times E_{PAR} \) were lower for nano+pico-phytoplankton, suggesting that in contrast to the micro-phytoplankton, these smaller fractions (1) exhibit a relatively higher quantum yield of carbon fixation, (2) are more high-light acclimated and/or (3) are not nutrient limited.

Our approach provides a simple means of estimating coastal PP for different size classes. The application of this size-fractionated method requires further validation in other coastal waters which have greater variability in dominance of each size class. Further independent analyses in different geographical locations are required to evaluate the global applicability of this absorption-based approach of estimating coastal productivity.

Some red-near infra red (NIR) band ratio algorithms have already been applied to satellite data; for example Dall’Olmo & Gitelson (2005) used SeaWiFS and MODIS data to estimate chl a in turbid productive waters by using NIR-to-red reflectance ratios to estimate \( a_{ph}(\lambda) \) and \( b_p(\lambda) \). The main obstacle in achieving accurate retrievals for these products has been the lack of an operational atmospheric correction scheme over turbid waters specific for the red and NIR bands. Similarly Gitelson et al. (1999) analysed the reflectance spectra of the bacterio-chl \( a \) containing cyanobacterium \textit{Thiocapsa roseopersicina} to assess the potential of detecting it using remote sensing data in reservoirs. Reflectance spectra of \textit{T. roseopersicina} in culture showed a trough in the green between 550 and 570 nm, a peak at 625 nm due to phycocyanin and a peak between 670 and 680 nm corresponding to chl a absorption maximum and a minimum in the red-NIR at 700 nm. It was found that the area delimited by the baseline from 760 to 930 nm could be used as an indicator of the photosynthetic bacterial population. The errors associated with the retrieval of nL\(_a\)(665) by ocean colour satellites (e.g. Antoine et al. 2008), however, does not
currently preclude the application of this model to remotely sensed data. A range of novel atmospheric correction procedures for turbid waters have been developed and applied to multi-spectral sensors (e.g. Ruddick et al. 2000). These show promising improvements in the retrieval of nLw in both the blue and red spectrum, although these are still not always applied on an operational basis. The development of new satellite algorithms such MERIS COASTCOLOUR which have improved the accuracy of nLw could mean that such an algorithm could be applied to satellite data in the future.

Recent developments in optical sensors have enabled flow-through and/or continuous measurements of particulate, dissolved and phytoplankton absorption that are comparable with discrete filter pad measurements (Slade et al. 2010). Derivation of biogeochemical variables from these instruments has been demonstrated (Stramski et al. 2008). In addition, red- and/or NIR-based optical algorithms have been successfully applied to aircraft data. For example, a bio-optical model using Hyperion data was parameterised using specific IOPs measured in Lake Garda, the largest Italian Lake (Giardino et al. 2007). A MODTRAN-based atmospheric correction code, complemented with an air−water interface correction was used to convert Hyperion radiiances into subsurface irradiance reflectance to accurately estimate absorption and backscattering coefficients at red bands, which were then used to derive ocean colour products. The PP algorithm derived in this paper for the WEC, and validated in the North Sea, could be applied to optical sensors on autonomous platforms (such as buoys, ferry-boxes, gliders or remotely operated vehicles), aircraft and satellite data that are accurate at red wavebands.

CONCLUSIONS

A simple method for estimating coastal PP as total, micro and nano+pico from phytoplankton absorption and irradiance was developed, which performed better than chlorophyll-based approaches. The method was tested on (1) specific wavebands, (2) adapted to generate vertical profiles of production in the water column and therefore integrated production, (3) to derive micro- and nano+pico-phytoplankton production, and (4) was tested in other optically complex coastal waters. The method is accurate to 8% in the WEC and 22% in estuarine and coastal waters of the North Sea and WEC.
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