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Supplement 2. 
 
Supplementary Methods: Details of the Bayesian statistical analyses. 

 

To investigate whether the size of the regions of interest influenced the probability (P) 

that machine learning was used in a publication, we fitted a series of logistic regression 

models to the data using a linear logistic function of equation (Kruschke 2015): 
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where size in metres is !! the intercept and !! is the slope of the logistic function. Once a 

model fitted the response probability P was calculated as: 
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To investigate potential differences between individual body size, individual plant 

size, feature cluster size and nest size and the probability machine learning being used, we 

started by separately fitting a model to each grouping. Then, we fitted an additional three 

models by cumulatively adding each group to the explanatory variable of the model (i.e. the 

first model only included body size as the explanatory variable, the second model included 

body size and plant size, the third model included body size, plant size and feature size and 
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the fourth model included all four groups). We used Bayesian statistics to calculate the 

confidence intervals for small sample sizes (n < 40) by specifying an appropriate prior 

distribution (Brown et al. 2001). We used Jeffreys prior (beta distribution with � = 0.5 and ß 

= 0.5) to compute the confidence interval for proportion estimates. This type of prior is used 

to obtain more accurate confidence intervals than frequentist methods, when the estimated 

proportion is close to zero or one and when the sample size is small (n < 40), but also without 

losing accuracy for intermediate values (see Agresti & Min 2005). 

We used uninformative priors to estimate the coefficients of the logistic regression 

models (normal distribution of mean = 0 and standard deviation = 10) and to estimate the 

95% confidence intervals of mean impact factors (normal distribution of mean = 0 and 

standard deviation = 2). Uninformative priors do not make any assumption on the underlying 

distribution of the estimated parameter (see Kruschke 2015).  

Two proportions or two means were considered significantly different if their 95 % 

credible interval did not overlap. The coefficients of the logistic regression models were 

considered to be statistically significant if their 95 % credible interval did not include 0. 

Throughout this manuscript, we report all of the estimated parameters as ‘parameters 

estimates’ [95 % confidence interval]. 

 All Bayesian statistical analyses were performed using the RStan package (Stan 

Development Team 2018) within the R software version 3.3.2. (R Development Core Team 

2013).  
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Supplementary Results: Results of the Bayesian logistic regression models investigating 

potential relationships between the probability that machine learning was used in a 

publication and the size of the four regions of interest. 
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Table S1. Estimates of the intercept (!!) and the slope (!!) parameters for the seven logistic 
regression models investigating a potential relationship between the size of the region of 
interests and the probability machine learning being used to detect them. Statistically 
significant intercept and slope estimates are indicated by an *. A slope close to zero indicates 
that the size of the region of interest had a minimal effect on the probability machine learning 
being used to detect it. 

Size variable Intercept !! Slope !! 
Number of size 
measurements 

Body size -1.65 [-2.2,-1.08]* -0.15 [-0.43,0.04] 165 
Plant size 0.41 [-0.17,0.10] 0.01 [0.00,0.02] 81 
Feature size 0.77 [-0.18,1.75] 0.03 [-0.07,0.15] 34 
Nest size 2.32 [-1.11,6.51] -8.01 [-18.71,-1.41]* 10 
Body size and plant size -1.19 [-1.52,-0.88]* 0.02 [0.01,0.04]* 246 
Body size, plant size and 
feature size -0.89 [-1.18,-0.61]* 0.02 [0.01,0.03]* 280 
Body size, plant size, 
feature size and nest size -0.91 [-1.19, -0.63]* 0.02 [0.01,0.03]* 290 
 


