INTRODUCTION

Shifts in ecosystem state, particularly unexpected ecological changes, represent major challenges for management. To prevent dramatic state changes, it is necessary to understand the underlying drivers as well as system responses and to monitor and respond adaptively, either through early intervention management measures or by strategically planning for changes ahead. Ecological thresholds are defined as the point where there is an abrupt change in an ecosystem quality, property or phenomenon, or where large ecosystem responses result from relatively small changes in an environmental driver (Groffman et al. 2006). There is currently limited biological understanding with which to accurately parameterise threshold responses, but these responses are both plausible and important.
Ecological thresholds have been observed empirically and studied theoretically, particularly in the context of multiple stable states (May 1977, Scheffer 1990, Scheffer & Carpenter 2003). For example, Cainsini et al. (2009) identified an ecological threshold (measured in units of zooplanktivorous fish abundance) separating 2 ecosystem configurations in the Baltic Sea. Early theoretical notions about thresholds and breakpoints showed that continuous changes in a control variable (such as harvesting rates or predation rates) can lead to discontinuous effects (such as collapse in fisheries or sudden outbreaks of insect pests) (May 1977). There are multiple examples of systems that seem to shift between alternative stable states rather than responding smoothly and continuously to changing conditions (McCook 1999, Norstrom et al. 2009).

Key disturbances, both natural and anthropogenic, initiate non-linear changes in ecosystem state. Theory suggests that key disturbances can (1) be abrupt events themselves, such as cyclones (Fig. 1A), (2) induce change because a critical threshold in an environmental variable is crossed (e.g. nutrient loading, salinity change) (Fig. 1B), or (3) destabilise a previously stable ecosystem because its resilience is reduced resulting in hysteresis and the presence of alternative stable states (Fig. 1C) (Scheffer & Carpenter 2003, Blamey et al. 2014). The time it takes for a disturbance pulse to propagate through an ecosystem can hinder the ability to detect the shifting state because of the need to monitor at an appropriate time-scale. Shorter-lived lower trophic-level organisms will typically respond more rapidly and sometimes more dramatically. Basic population dynamics theory predicts there will be a lag before longer-lived higher trophic level species start to decline in abundance. Possible outcomes for impacted species whose numbers have declined include recovery (Fig. 1D), remaining at reduced levels (Fig. 1E) or change to a new stable state (Fig. 1F) with no possibility of returning to the previous state even if the causal drivers subside.

Nonlinearity of responses confounds our ability to model and predict system responses; most ecosystem models assume smooth changes in system variables and responses. Moreover, multiple interacting drivers typically act together to push a system over the tipping point. The need to understand threshold concepts becomes even more urgent under changing climate where new environmental drivers are added to existing anthropogenic stressors such as fishing and pollution. The growing adoption of adaptive management principles allows management to be adjusted in response to monitoring data to maintain a path towards management goals and targets. Several researchers have recognised the need for early warn-
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**Fig. 1.** Schematic time series showing the (A–C) types of disturbance and (D–F) corresponding change in ecosystem state/biological response. Disturbances can be (A) abrupt events resulting in pulse responses which eventually recover (D); critical threshold responses (B) resulting in reduced levels of the indicator of ecosystem state once a critical threshold in the disturbance is reached (E); or very small changes in an environmental driver (C) that causes a biological response and the low resilience of the system prevents it from returning to its original state resulting in hysteresis and the presence of alternative stable states (F). The change in (D–F) in turn mediates a similar change (with some time lag added) in a dependent species such as a predator. Grey arrows show correspondence between the (A–C) disturbance time series and (D–F) biological response time series, indicating where the thresholds are (modified from Andersen et al. 2009, Bestelmeyer et al. 2011)
ing signals to identify approaching tipping points, while pointing to the substantial theoretical and empirical challenges, such as distinguishing early warning behaviours from noise (Carpenter & Brock 2006, Boettiger & Hastings 2012, Boettiger et al. 2013).

In this paper, we first used an existing predator–prey model (Plagányi & Butterworth 2012, Plagányi 2013) and modified smooth continuous functions to include thresholds describing the response of predators to changes in prey abundance below a critical threshold. Secondly, we used field observations from 3 case studies to examine the occurrence of non-linear and abrupt responses of predators to changes in prey. Thirdly, we compared the model output with the empirical changes in predator numbers and tested (with both a simple statistical method and fitted multi-species models) whether a particular underlying model was statistically justified. In particular, we develop a simple indicator that reflects whether a system is approaching a tipping point, and we propose a method involving quantifying increased variability in predator changes as prey are more depleted. We focus on an abrupt change in a system and how it comes about without also considering the potential reversibility of the change or shift. Moreover, we restricted our focus to individual species’ responses in the marine environment, and to a limited number of examples rather than a comprehensive overview, in order to keep the analysis tractable. Finally, we explore how this information might be used to inform management.

Three sets of observations of linked changes in predator–prey populations were available for analysis from these studies: abalone–urchin (Case A), crown-of-thorns starfish (COTS)–coral (Case B), and penguin–sardine (Case C) (Fig. 2).

In Case A, following an eastward shift in the West Coast rock lobster *Jasusalandii* along South Africa’s southwest-
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**Fig. 2.** (A) Observed abrupt decrease in the density (no. per 0.25 m²) of urchins *Parechinus angulosus* (from Tarr et al. 1996) at a south-western coastal site in South Africa, shown together with the lagged decline in the spawning biomass (t) of co-occurring abalone *Haliotis midae* (Plagányi & Butterworth 2010, Blamey et al. 2013). The 10 yr delay before similar rapid declines are observed in the abalone population is due to the absence of urchins, resulting in a decline in juvenile numbers of this long-lived species. (B) Observed rapid increase and decrease in crown-of-thorns starfish *Acanthaster planci* (no. of starfish tow⁻¹) shown together with percentage cover of fast-growing corals of the genus *Acropora* at Lizard Island, Great Barrier Reef (GBR); a density of starfish >0.22 starfish tow⁻¹ is enough to cause coral decline on most GBR reefs (incipient outbreaks; Sweatman et al. 2008). (C) Observed decrease in the pelagic fish biomass (shown as the combined sardine *Sardinops sagax* and anchovy *Engraulis encrasicolus* — from Coetzee et al. 2008) in the vicinity of South African west coast penguin colonies followed by an abrupt decrease in the regional numbers of breeding African penguins *Spheniscus demersus* (from Underhill et al. 2006).
ern coast (Cockcroft et al. 2008), urchin populations *Parechinus angulosus* declined abruptly (Tarr et al. 1996, Mayfield & Branch 2000). Juvenile abalone *Halotis midae* are protected by urchin spines and benefit from an enhanced food supply due to urchins retaining drift kelp (Day & Branch 2000 a,b). Consequently, they declined in synchrony with the urchins. The abrupt urchin decline and associated abalone recruitment in the affected area resulted in a decline in the abalone spawning biomass but with an approximately 10 yr delay before the decline became detectable (Fig. 2A) (Blamey et al. 2010, 2013, Plagányi & Butterworth 2010).

Second (Case B), we consider an outbreak of the COTS on Lizard Island in Australia’s Great Barrier Reef (GBR), which we refer to as the COTS–coral case study. We used data collected annually in an extensive GBR long-term monitoring program (Sweatman et al. 2000) and finer-scale data from 4 COTS-affected reefs at Lizard Island sampled at 2 to 5 mo intervals from October 1996 to January 1999 (Pratchett 2005, 2010). The COTS abundance includes only larger emergent individuals, as the smaller cryptic individuals are not easily counted. Predation by the COTS results in a substantial decline in the local (percentage) coral cover, and COTS numbers decline abruptly after 3 yr (Fig. 2B). Predator and prey are thus apparently linked by a negative feedback loop whereby the COTS deplete their coral prey to the extent that they cause their own demise (De’ath & Moran 1998).

Third (Case C), the biomass of both anchovy *Engraulis encrasicolus* and sardine *Sardinops sagax* peaked concurrently around 2002 in the southern Benguela (de Moor et al. 2008, 2011), but sardine populations along South Africa’s west coast declined thereafter due to an eastward shift in their distribution (Coetzee et al. 2008). The eastward shifts in sardine and West Coast rock lobster coincided with cooling of inshore waters that took place on the south coast during the 1980s/1990s (Roy et al. 2007, Coetzee et al. 2008, Rouault et al. 2009, 2010). The decline in the abundance of pelagic fish, the dominant prey of African penguins *Spheniscus demersus*, was followed by a steep decline in penguin breeding numbers (with a time-lag effect, given 3–4 yr maturation time) at 2 of the major colonies on the west coast (Cury et al. 2000, Crawford et al. 2006) (Fig. 2C).

For each of these case studies, we use modelling and statistical analyses to distinguish whether the underlying response of a predator to its principal prey (or a species that it depends on, e.g. for shelter) decreasing below a critical threshold is most likely due to an impact on breeding success or survival of the predators. Our definition of a critical threshold follows Lenton (2011, p 202): “it is ‘the tipping point’ beyond which a qualitative change occurs” (immediately or later). Threshold foraging behaviour is common in higher vertebrates which rely on aggregated prey and have high metabolic demands (e.g. Piatt & Methven 1992). Hence, for species with tight predator–prey dependencies, their nutritional intake may be too low to sustain breeding, or even their own survival, once prey density drops below a threshold level. Analogously, in the abalone example above, once urchin density reaches a tipping point, there are insufficient alternative shelters (such as rock crevices) available for juveniles to shelter under, and hence the balance of the population is vulnerable to increased predation (Blamey et al. 2013). We show that residual plots (based on available annual monitoring data for a species) that show increasing variability of the rate of change (or absolute size of the residuals) may provide an indicator that the system is approaching a tipping point.

**METHODS**

**Modelling threshold responses**

The impact and plausibility of alternative abrupt threshold-like interaction responses is explored using a spatial multi-species operating model (SMOM) of krill–predator–fishery dynamics (Plagányi & Butterworth 2012, see also the Supplement at www.int-res.com/articles/supp/m512p099_supp.pdf for a detailed model description). The model can be used to focus on the question of this paper and has the following features. Krill *Euphausia superba* is the sole prey of 4 predator groups, namely penguins, seals, fish and whales. The dependence of predators on prey is modelled using a survival and reproductive success factor that is a function of the available biomass of prey and acts as a multiplier to the juvenile recruitment parameters, namely the reproduction and/or the juvenile survival rate. Thus, the predator–prey interaction term links predator breeding success directly with prey abundance, avoiding the need for an explicit consumption-related term. A single parameter controls the level of prey abundance (relative to the single- or multi-species carrying capacity) below which there is an appreciable negative impact on predator breeding success. Parameter values from previous model applications infer increasing sensitivity to decreasing prey (krill) abundance from.
whales (least sensitive) to seals, fish, and penguins (most sensitive) (Plagányi & Butterworth 2012, Plagányi 2013). A steady state analysis of SMOM (detailed in the Supplement) suggests that seals are able to maintain high population levels even at relatively low prey levels, but penguins are unable to sustain themselves once prey drops below around 25% of the prey carrying capacity (Fig. S1), i.e. there are no equilibrium solutions possible for penguins at lower prey levels as the populations are predicted to decline rather than stabilize (unless demographic parameters change or they are able to switch to alternative prey). It has long been recognized (Holling 1973) that there are domains in a phase plane where the predator or prey is unable to persist and that adding lags to the dynamics alters the results of stability analyses. Dynamic SMOM simulations enabled us to explore the net effect of periodic but non-persistent substantial decreases in prey abundance.

A prey abundance perturbation, resulting in an abrupt decrease in krill biomass down to 14% of the initial level, is used to investigate the impact on dependent predator populations (Fig. 3). We defined a critical threshold prey density as the prey level below which predators are severely impacted. The critical threshold was set (in the absence of further information) at 20% of the average carrying capacity because this is a commonly used limit reference level in fisheries management (e.g. Australian Government 2007). Scenario I did not include a threshold-like response. Two forms of threshold response were explored as follows. In Scenario II, if prey abundance fell below the threshold, the breeding success multiplier was assumed to immediately drop to 10% of its value. In Scenario III, the predator response to prey abundance dropping below the threshold level was for adult survival to decrease by half.

**Comparing model results and empirical examples**

The 3 examples presented in Fig. 2 are revisited in the context of findings from this study’s simulations. Changes in populations in the field are most readily measured by changes in the numbers of the mature (adult) population, with rapid decreases or increases in population numbers indicating corresponding trends in an overall population. The rate of change (or derivative) in absolute or relative population numbers is a key indicator to identify abrupt changes
in population status. To replicate a straightforward method that could be applied to field observations, we computed the proportional rate of change \( \delta n_i \) simply as the difference between the current number of predator individuals in year \( i \), \( N_i \), and previous year’s population estimate \( N_{i-1} \) as a proportion of the previous year’s estimate:

\[
\delta n_i = \frac{N_i - N_{i-1}}{N_{i-1}} \tag{1}
\]

Next we plotted \( \delta n_i \) as a function of the relative depletion \( p_i \) of a key prey species (or other species the predator depends on) (Fig. 4). Relative depletion was calculated as the current (prey) abundance relative to the maximum observed value (a proxy for pristine abundance). The annual change in the modelled numbers of penguins, fish and seals under Scenarios I–III (Fig. S2) were computed and compared with the corresponding plots (Fig. 4) derived from the observed changes in abalone, starfish and penguin numbers as shown in Fig. 2.

In order to identify which of the modelled patterns (I–III) were most similar to the observed patterns, we characterized the modelled patterns by the degree to which variation of \( \delta n \) increased with decreasing \( p_i \). This can be understood by reference to Fig. 5, which shows the continuous trajectories of \( \frac{d}{dt} \log N \), the instantaneous relative rate of change of penguin abundance against relative krill abundance, computed by running the simulated models on a very fine time step. All 3 models start at the ‘first year’ point and are identical up to the ‘abrupt change’, where they diverge. Each trajectory then follows a sweeping clockwise curve back near to the starting point. The contrast in vertical amplitude of these curves at low prey abundance relative to that at high prey abundance is the distinguishing trait that we shall try to detect.

With the continuous curves in Fig. 5 it is obvious that Scenario III has the largest variation and Scenario I the smallest variation. However, for annually sampled data (\( \delta n_i \)), the observations will be much sparser and estimation of the variation is required, which in turn requires an estimate of the mean about which the variation is spread. One possibility is to gather the data into bins of \( p_i \) and measure the contrast in standard deviation across bins. However, this requires a choice of bin width: if it is too narrow, the bins will contain only a single point; if it is too wide, we cannot distinguish low and high prey abundance. Instead of discrete binning, we used a continuous method to measure the contrast in variation. We first computed a smooth approximation to \( \delta n \), as a function of \( p_i \), using local regression or loess (Cleveland et al. 1992), as implemented in the R development environment (R Core Team 2013). This is a procedure that estimates the mean of \( \delta n \) at each value of \( p_i \) using least-squares regression of \( \delta n \) on a quadratic function of \( p_i \) within a local window. The optimal width of this window, which is analogous to the bin size of the binning approach, is found using leave-one-out cross-validation. Given this smoothed mean, the residuals \( r_i \) quantify the variation. Finally, we defined the contrast in variation as the magnitude of the slope of the regression line of \( 1 \, r_i \, i \) on \( p_i \) (Fig. 6). This number is the characterizing trait for each modelled pattern.

Where possible, we then calculated this trait for the observed data: it was applied to the patterns describing the penguin–pelagic prey (Fig. 4G) and penguin–sardine (Fig. 4H) relationships (Fig. S3 in the Supplement). The observed pattern was then informally ascribed to one of the mechanisms (Scenarios I–III) by comparison with the value of the slopes from the modelled data; it is reasonable to suppose the slopes are comparable, given that the change quantity is dimensionless. Empirical data were too sparse to apply this method for the other cases (Fig. 4A–F).

### Using model selection to select between Scenarios I–III for the three case studies

For each of our 3 case studies, abalone–urchin (Case A), COTS–coral (Case B), and penguin–sardine (Case C), we tested which of Scenarios I–III best explained the data: Scenario I with no threshold-like response; Scenario II such that if prey abundance fell below a low threshold value (default value 20% of the average carrying capacity or maximum observed population level), the breeding success multiplier immediately dropped, with default decrease down to 10% of its original value; or Scenario III, such that the predator response to the prey level dropping below the threshold was for adult survival to decrease, with a default decrease of 50%.

We fitted existing statistical multispecies models to the data (Tables S1–S6 in the Supplement) and obtained the minimum of the total negative log-likelihood function (see Table S5 for equations of log-likelihood contributions and associated residual standard deviation) using the quasi-Newton minimisation algorithm within AD Model Builder (Fournier et al. 2012). The Hessian-based estimated standard errors were used to assess the precision of the various parameter estimates. We used Akaike’s information
Fig. 4. Observed predator/dependent species rates of change as a function of the relative depletion of a key prey (or other key co-occurring species): (A) abalone and their dependency on urchins, (B) crown-of-thorns starfish (COTS) which predate on fast-growing coral at Lizard Island, Great Barrier Reef (based on long-term monitoring program annual data) and (C–F) from ca. 4 mo periodic surveys at individual reefs (Pratchett 2005, 2010), namely (C) North Reef, (D) Lizard Head, (E) Casuarina, and (F) Corner Beach. African penguins as a function of (G) pelagic prey (combined anchovy and sardine) depletion level or (H) sardine depletion level only. Relative depletion was calculated as the current (prey) abundance relative to the maximum observed value (used as a proxy for pristine abundance).
criterion (AIC) to select between model versions under the 3 scenarios. For Scenarios II and III, we first ran the models using the default decrease percentages (10 or 50%), then re-ran the model to estimate the decrease percentage and determine if that resulted in an improved fit to the observations.

For Case A, we used the abalone–urchin multispecies model as described in Blamey et al. (2013). The urchin–abalone interaction was incorporated in the form of juvenile abalone survival relative to urchin densities, where abalone survival decreases exponentially below a specified urchin-density threshold (0.3 of the carrying capacity of urchins, equivalent to ca. 30 urchins m\(^{-2}\); Mayfield & Branch 2000). Hence, Scenario III was implemented by assuming that survival drops immediately to some percentage of its base value when urchin density drops below the threshold value. Scenario II was implemented by adding to the recruitment equation a multiplier that decreased from 1 to a set percentage whenever the urchin density dropped below the threshold value. For the COTS–coral case study (Case B), we used the multispecies model of Morello et al. (2014,
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**Fig. 5.** Continuous trajectories of instantaneous relative rate of change of penguin abundance ($\frac{d\log N}{dt}$) against relative prey depletion (ratio of abundance to maximum abundance) for each of the 3 scenarios (Scenarios I–III)
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**Fig. 6.** Absolute loess residuals versus relative depletion using model output shown in Fig. S2 in the Supplement at www.int-res.com/articles/suppl/m012p099_supp.pdf. (●) Positive residuals, (○) negative residuals. Slope estimates are provided in Table 1
this Theme Section). Lastly, we used a simplified (non-spatial non-seasonal) version of SMOM to model the penguin–sardine case study (Case C) (see Tables S4–S5 for parameter values and equations, which are mostly based on Robinson 2013).

**RESULTS**

**Modelling threshold responses**

Penguins, fish and seals are all relatively long-lived, and the Antarctic ecosystem model predicted that populations would decrease but then bounce back again in response to a decreasing perturbation in krill abundance (Fig. 3). Given the greater sensitivity of penguins and fish to changes in prey abundance compared with seals (Fig. S4) the former 2 groups showed a greater response to krill dropping below the threshold. There was a noticeable difference between the non-threshold-like response (Scenario I) and the Scenario II threshold response for fish only. However, there was a markedly more severe response in all cases under Scenario III.

**Comparing model results and empirical examples**

As prey density is reduced in the model, there is a steeper inter-annual change in modelled numbers of penguins, fish and seals from Scenario I through to Scenario III (Fig. S2). This is expected, and it precisely these rates of change that form the basis of many differential equation-based models. The point of the current exercise is to explore whether there are predictable patterns that might emerge in response to underlying processes such as threshold-like responses. Inversely, comparing these patterns with empirical observations from different systems might yield clues as to the underlying mechanisms responsible for changes in that ecosystem; hence, the model patterns in Fig. S2 are to be compared to the empirically derived plots in Fig. 4. Note that the empirical examples in Fig. 2 are independent of the models used in this study.

There was no clear pattern in change in African penguin numbers versus relative depletion of pelagic fish (anchovy and sardine) in the region (Fig. 4G). By contrast, a more striking pattern was evident from changes in penguin numbers versus sardine relative depletion alone (Fig. 4H) that again resembled the model Scenario III in which survival drops beyond a threshold value of sardine biomass. This is noteworthy because although anchovy comprise a larger proportion of the diet of African penguins in the study area, sardines have a higher energetic value and hence may be a disproportionately more important contributor to the survival of adult penguins.

When fitting a loess-smoothed curve and regressing the absolute residuals against depletion using the model output, the slope was significant in all cases except Scenario I (no-threshold; Table 1). The slope was also substantially more negative (<−0.2) for the survival-related threshold case (Scenario III) compared with the breeding threshold Scenario II, which in turn was more negative than the no-threshold Scenario I, which had values closer to zero (Table 1, Fig. 6). This suggests that a simple scale of absolute residuals may be a diagnostic for distinguishing the models. Similarly, as expected, this method also distinguished the empirical penguin–pelagic fish from the penguin–sardine relationship. As is evident from the loess-smoothed curve (Fig. 4G) and absolute residual plots (Fig. S3, left) in the Supplement, for the penguin–pelagic fish relationship, the variability (about the smoothed curve) is roughly uniform across the range of depletion values. In contrast, for the penguin–sardine relationship (Figs 4H & S3, right) the variability is higher at low depletion than at high depletion; i.e. there is an increase in the variance as the penguin population starts to decline substantially (see also Fig. 5). The trend in the absolute residuals differs, because for the first case it is somewhat dome-shaped, whereas for the second it descends from high to low (Fig. S3). The straight line slopes (the heuristic trait) are therefore roughly zero and non-zero, respectively, and the negative slope was significant for the latter but not the former (Table 1, Fig. S3). Also the slope value around −0.2 may point towards the survival-related threshold Scenario III.

<table>
<thead>
<tr>
<th>Model predator–prey relationships</th>
<th>I: No-threshold</th>
<th>II: Breeding threshold</th>
<th>III: Survival threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penguins</td>
<td>−0.0278*</td>
<td>−0.0833*</td>
<td>−0.2117*</td>
</tr>
<tr>
<td>Fish</td>
<td>0.0084</td>
<td>−0.0109*</td>
<td>−0.2080*</td>
</tr>
<tr>
<td>Seals</td>
<td>−0.0035*</td>
<td>−0.0231*</td>
<td>−0.5378*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Empirical predator–prey relationships</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penguins–pelagic fish</td>
</tr>
<tr>
<td>Penguins–sardine</td>
</tr>
</tbody>
</table>
Using AIC to select among Scenarios I–III for the three case studies

For all 3 case studies, the preferred model (based on minimum AIC) was the version with Scenario III implemented and with the survival rate decrease (in response to sub-threshold prey levels) estimated in the fitting process (Table 2; see also Table S6). The survival decrease proportions were well estimated (small standard error relative to estimated value) for the abalone and African penguin models, but not for the COTS example (Table 2). The values of 33, 82 and 9% of the adult survival for abalone, penguins and COTS, respectively, were statistically significantly different to the default value of 50% used in the illustrative Antarctic simulations, suggesting that the decrease in survival in response to a decrease in prey is case-specific. In the COTS model under Scenario III, the natural mortality estimate decreased (or conversely, survival estimate increased) compared with Scenario I, and collectively the lower ‘average’ natural mortality and sudden steep increase when prey drops sub-threshold was considered the more likely model. Similarly, in the penguin–sardine example, the Scenario III model estimated a higher survival rate than Scenario I in order to fit an increase in the population, which was then followed by a very rapid downturn. Scenario II models generally did not result in overall improvements in the fit and the breeding success decrease parameters were difficult to estimate (Table 2). For the penguin–sardine model, the best-fit estimate of the latter parameter was 0, whereas for the abalone–urchin example it was 1 (effectively suggesting no effect). A number of other sensitivities were also run and attempts were made to estimate the 2 decrease parameters simultaneously, as well as the critical (threshold) prey level (i.e. values other than 20%), but, of the models that converged, none were preferred statistically, and hence these results are not shown. The plots in Fig. 4 are fairly consistent in suggesting that the critical threshold prey level may typically be slightly below 20% of the maximum prey level (the default setting), but the available data were too sparse to reliably estimate this parameter.

**DISCUSSION**

**Modelling predators’ responses to low prey availability**

Model results clearly showed the relationship between the assumed sensitivity of each predator to changes in prey abundance versus the resultant impact of prey decreases on predator population trajectories. It was difficult to distinguish between a non-threshold-like response (Scenario I) and a threshold response (Scenario II) affecting the breeding success of a predator. This result is consistent with the notion that fairly long-lived predators are able to integrate out the longer-term effects of periodic prey shortages and recruitment variability (Boyd et al. 1995), and hence the simulations here do not provide sufficient

<table>
<thead>
<tr>
<th>Case study / Model</th>
<th>(I) No threshold</th>
<th>(IIa) Breeding threshold fixed</th>
<th>(IIb) Breeding threshold est.</th>
<th>(IIa) Survival threshold fixed</th>
<th>(IIb) Survival threshold est.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Abalone–urchin model</td>
<td>0.1</td>
<td>1.00</td>
<td>0.5</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>No. parameters estimated</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>−lnL(total)</td>
<td>−156.716</td>
<td>−151.439</td>
<td>−158.498</td>
<td>−151.511</td>
<td>−168.660</td>
</tr>
<tr>
<td>AIC</td>
<td>−301.432</td>
<td>−290.878</td>
<td>−302.996</td>
<td>−291.022</td>
<td>−323.32</td>
</tr>
<tr>
<td>(B) COTS–coral model</td>
<td>0.1</td>
<td>0.12</td>
<td>0.5</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>No. parameters estimated</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>−lnL(total)</td>
<td>−19.704</td>
<td>−15.831</td>
<td>−20.943</td>
<td>−24.793</td>
<td>−28.215</td>
</tr>
<tr>
<td>AIC</td>
<td>−25.408</td>
<td>−29.078</td>
<td>−30.296</td>
<td>−29.022</td>
<td>−32.320</td>
</tr>
<tr>
<td>(C) Penguin–sardine model</td>
<td>0.1</td>
<td>0.00</td>
<td>0.5</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>No. parameters estimated</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>−34.418</td>
<td>−34.418</td>
<td>−35.165</td>
<td>5.723</td>
<td>−55.069</td>
</tr>
</tbody>
</table>

Table 2. Comparison of negative log-likelihood (−lnL) and Akaike’s information criterion (AIC) model scores for the 3 case studies and for each of the 3 alternative scenarios. Scenario I: a smooth continuous relationship between predator performance and prey abundance; Scenario II: a threshold response whereby predator breeding success decreases abruptly below a critical prey threshold level, with the extent of decrease either (a) fixed or (b) estimated as shown; and Scenario III: a threshold response whereby adult predator survival rate decreases abruptly below a critical prey threshold level, with the extent of decrease either (a) fixed or (b) estimated as shown. The lowest AIC scores are shown in **bold**. COTS: crown-of-thorns starfish.
evidence for this as a key mechanism underlying abrupt ecosystem change. In contrast, our model predicted that threshold-like changes in predator survival (and particularly adult survival) in response to prey shortages (Scenario III) have sustained and severe impacts on population trajectories. These results were obtained assuming a lesser decrease in survival (50% decrease) compared to that in breeding success (90% decrease) when prey abundance drops below the critical threshold level. Model results therefore suggest that abrupt changes in populations and ecosystem shifts can more readily be ascribed to a threshold-like response of adult survival to changing conditions rather than to breeding success or a recruitment collapse. Adult mortality removes not only the adults but also their reproductive potential.
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In our statistical analyses we looked for non-constant variance (a heteroskedastic response as a function of depletion) because we were trying to detect a non-linear response in order to distinguish between the 3 scenarios. The rapidly descending and ascending parts of the curves contribute to the variation in change as a function of depletion. This variation seems to increase from Scenario I to III. The penguin–sardine biomass relationship most closely resembled the model Scenario III, and this was also supported by the trait analysis finding of a significant negative slope (−0.2) of the absolute residuals against depletion. This suggests sardines may be a disproportionately more important contributor to the survival of adult penguins. The decline in the sardine population in the vicinity of the main west coast penguin breeding colonies is attributed to an environmentally mediated eastward shift in the distribution
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**Empirical comparisons: ecosystem-scale responses**

It was noteworthy that the change in abalone numbers as a function of the relative depletion of urchins most closely resembled the model scenario in which survival drops below a threshold value even though the adult abalone population trajectory appears to be relatively smooth (and computing the relative change shows that the derivative is greatest some 8 yr after the urchin collapse). Thus, even though there is a considerable lag (being the years before juveniles are large enough to grow into spawning adults) before the effect of the threshold-like reduction in urchins (and hence abalone recruits) is observable in the adult population, annual changes in the adult population provide a clue that the decreasing trend may be due to a threshold-like response. In this case it is possible to verify the result because the data are from a well-studied system in which a regime shift has occurred (Blamey et al. 2012). However, this is not typically the case, as in many fisheries (or population studies) indices of abundance such as catch-per-unit-effort data are only available for the fishable or mature population, and there would likely not be comparable time-series on juvenile recruitment or trends in a co-occurring species (such as the urchin in this example).

COTS are known to be specialist coral feeders targeting particular corals such as *Acropora* spp. (De’ath & Moran 1998, Pratchett 2007). At the end of an outbreak, lack of food induces a decrease in COTS condition and may also lead to increased susceptibility to disease (Zann et al. 1990, Pratchett 2005). Irrespective of the specific reason for the COTS population decline, ultimately it is adult survival, rather than breeding success, that appears to be responsible. Moreover, further support for the inferred link between the threshold-like response and adult survival is as follows: (1) COTS outbreaks have been correctly predicted to occur, on average, every 15 yr as a function of coral recovery times (Seymour & Bradbury 1992, Fabricius et al. 2010), and (2) successive outbreaks have been correctly predicted to be less intense owing to progressive declines in coral cover (Seymour & Bradbury 1992, 1999).

In our statistical analyses we looked for non-constant variance (a heteroskedastic response as a function of depletion) because we were trying to detect a non-linear response in order to distinguish between the 3 scenarios. The rapidly descending and ascending parts of the curves contribute to the variation in change as a function of depletion. This variation seems to increase from Scenario I to III. The penguin–sardine biomass relationship most closely resembled the model Scenario III, and this was also supported by the trait analysis finding of a significant negative slope (−0.2) of the absolute residuals against depletion. This suggests sardines may be a disproportionately more important contributor to the survival of adult penguins. The decline in the sardine population in the vicinity of the main west coast penguin breeding colonies is attributed to an environmentally mediated eastward shift in the distribution
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of sardine (Roy et al. 2007, Coetzee et al. 2008). During the same period, the number of penguin breeding pairs at these colonies decreased by 75% (Crawford et al. 2006). A lack of available food is thought to be the main cause of higher adult mortality and lower breeding success in recent years. The results obtained in this study are consistent with the findings of Robinson (2013), attributing the penguin decline to a decline in adult survival, but it is noteworthy that the simple analysis presented here points to a dominant mechanism possibly being an abrupt decrease in adult penguin survival in response to a decline in sardines. Robinson (2013) found that penguin survival starts to decrease substantially when sardine biomass in November (west of Cape Agulhas) drops below 25% of the maximum observed. Based on a global empirical analysis, Cury et al. (2011) identified a threshold prey abundance of approximately one-third of the maximum level as the level below which seabird breeding success declines.

Our analyses also highlight the challenges in obtaining sufficient empirical data to test statistically for smooth versus abrupt underlying trophodynamic relationships. Absolute residual plots are a common diagnostic in model fitting when you want to test the assumption of constant variance. Fitting a straight line to the absolute residuals is the simplest way of detecting non-constant variance. Our residual regression test shows some promise as a diagnostic for distinguishing between scenarios, with slope values around −0.2 likely pointing towards an abrupt survival-related threshold influencing dynamics and greater magnitude of slope suggesting greater threshold response. More data or greater resolution in existing series (e.g. monthly values rather than annual values) will permit better discrimination between alternative threshold types.

Models allow ‘experimental’ investigations that are difficult or impossible in the field. The patterns that emerge can be compared with equivalent plots of empirical data from unrelated systems, and an inverse deduction can be used to reveal clues as to the underlying mechanisms responsible for the population changes. Models used for this purpose should ideally have been tested first using suitable data, be tractable, and of intermediate complexity (Blamey et al. 2013, Plagányi et al. 2014). In addition, flexible interaction representation forms such as that used in SMOM are necessary to explore non-linear abrupt responses to external disturbances as well as posited threshold-type responses of a predator to changes as they propagate through an ecosystem.

**Summary of results and implications**

Equilibrium concepts are largely theoretical constructs, since real ecosystems are challenged with change almost constantly and perhaps increasingly so under the current anthropogenically mediated climate change. However, to avoid surprisingly large shifts in ecosystems, it is generally accepted that there is a need to maintain resilience (Hughes 1994, Folke et al. 2004, Hughes et al. 2007), for example by conserving biodiversity and avoiding excessive depletion of individual, and particularly key, species.

We presented 3 examples of fairly dramatic changes observed in kelp forest, coral reef and open ocean ecosystems. In the abalone−urchin case (Case A), the lobster ‘invasion’ triggered an alternative stable state, making a return to pre-invasion urchin and abalone conditions unlikely (Blamey et al. 2013). In the penguin−pelagic fish case (Case B), the predicted outcome is currently being studied. The COTS−coral case (Case C) is similar to outbreaks described globally for COTS, with intensity and frequency of outbreaks as well as recovery trajectories differing among coral reefs (Seymour & Bradbury 1992, 1999, Pratchett 2007). In the modelled Antarctic system, as predicted from the functional relationships, the predators all recovered (albeit at different rates), when krill biomass increased. However, if penguins exhibit depensatory dynamics as has been hypothesized by some (Lynch et al. 2012, Watters et al. 2013), then the modelled recoveries may be overoptimistic.

The field observations and modelling analyses presented here suggest that rapid declines in the abundance of these species are most likely caused by changes in survival (assuming no emigration). Wolf & Mangel (2008) highlight the need to test multiple hypotheses simultaneously when investigating population declines, although a relatively large amount of data, and preferably spatially disaggregated data, may be needed to distinguish between alternative hypotheses. Our approach is similar to their recommended ecological detection approach in which different models are confronted with data to determine which proposed mechanisms, singly or in combination, best explain the observed data. We used our alternative models to test for a nonlinear change in either breeding success or survival as the predominant effect, as there was insufficient information to assume a nonlinear change in both.

Our results suggest that there may be more value in focusing monitoring of longer-lived species on changes in survival (e.g. using tag-recapture methods) than breeding success (e.g. nest counts) as an
indication that dramatic state changes are occurring. Plots of the annual rate of change of a dependent species as a function of the relative depletion of the key species it relies on may provide clues that fundamental changes, rather than normal fluctuations, are occurring in system state. Moreover, our analyses suggest that the absolute size of the residuals may be a simple and useful diagnostic for distinguishing threshold types, and hence providing an early warning that a system is approaching a tipping point.

Our study corroborates previous findings that increasing variance is a leading statistical early warning signal of regime shifts and may be present in a variety of systems, including ecological, physical, social and financial (Carpenter et al. 2008, Scheffer et al. 2009). Previous studies have shown an increase in variance in daily chlorophyll time series from a lake field experiment (Carpenter et al. 2008), in freshwater cladoceran populations (Drake & Griffen 2010), laboratory yeast populations (Daì et al. 2012), in climate data (Lenton 2011), and in catch data from collapsing fisheries (Litzow et al. 2013). Additional empirical tests of these indicators are needed, particularly in a management context (Litzow et al. 2013). Our study is the first to use both modelling and empirical observations from a range of marine populations (starfish, abalone, penguins) and, in a management context, to show that increasing variance in population monitoring data may similarly signal a forthcoming abrupt decline. Moreover, we demonstrate that the predominant mechanism causing the decline may be a nonlinear decrease in survival (e.g. we estimated an 18% drop in survival of adult African penguins) when prey abundance decreases below a critical threshold level. Both the model and empirical analyses suggest that the critical (threshold) prey level varies depending on the life history characteristics of the species, as well as in the interaction formulation. For example, penguins were predicted to be sensitive to sardine abundance, with a tipping point suggested at around 25% of the maximum observed level.

The impacts of ecosystem shifts go beyond the natural communities they affect, as they usually have marked social and economic effects. Understanding and mitigating the full suite of biological, economic and social impacts remains a challenge. The sustainable management of environmental resources requires striking a balance between ecological, economic and social values. Adaptive management approaches such as management strategy evaluation (MSE) (e.g. Smith et al. 1999, Plagánýi et al. 2011) can be used to bring together ecological, economic and social values to adjust management appropriately towards pre-specified goals and in response to monitoring. Social-ecological governance systems typically cannot avoid abrupt shifts, and hence there is a need for robust governance systems with sufficient flexibility to buffer the worst impacts and conserve the social fabric of society (Duit & Galaz 2008). MSE frameworks (Smith et al. 1999) can guide institutional and stakeholder responses when ecological thresholds are likely and hence enable more proactive planning.
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